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RESUMO

Objetivo: Promover uma cultura de integridade cientifica e transparéncia na utilizagéo de tec-
nologias generativas em pesquisas académicas, fornecendo um referencial tedrico e prdtico
destinado a pesquisadores, docentes e instituicdes de ensino superior. Metodologia: O docu-
mento fundamenta-se em principios éticos, epistemoldgicos e legais, estruturando-se a partir
de diretrizes internacionais e nas politicas editoriais de grandes publicagdes cientificas (Elsevier,
Springer Nature, Taylor & Francis, SAGE e Emerald Publishing). Estabelece critérios de uso acei-
tavel, sensivel e inaceitdvel da GenlA, delimitando fronteiras claras entre assisténcia técnica
e autoria intelectual. Originalidade/Relevancia: O guia diferencia-se por equilibrar inovagdo
tecnoldgica e responsabilidade epistémica, incentivando o uso da GenlA como instrumento de
apoio A pesquisa e ndo como substituto da reflexdio humana. Sua relevancia reside na resposta
a uma lacuna critica no contexto académico contempordneo: a necessidade de orientagdes
éticas claras frente & adogdo crescente de tecnologias generativas. Resultados: Propde pra-
ticas pedagdgicas e formativas para docentes e discentes voltadas & alfabetizagdo digital
critica e & construgdo de competéncias éticas e cognitivas. Oferece protocolos institucionais
de transparéncia, indicadores de maturidade digital e orientagdes pararevisores e avaliadores.
Contribuigées Teéricas: Consolida um modelo de governanga ética para o uso da |A na ciéncia,
orientado pelaintegridade, responsabilidade compartilhada e valorizagéo da autoria humana
como nucleo inegocidvel da produgdo académica.

Palavras-chave: Inteligéncia Artificial Generativa; Etica em Pesquisa; Integridade Cientifica;
Autoria Humana; Governanga Académica.
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ABSTRACT

Objective: To promote a culture of scientific integrity and transparency in the use of genera-
tive technologies in academic research, providing a theoretical and practical framework for
researchers, faculty, and higher education institutions. Methodology: The document is based
on ethical, epistemological, and legal principles, structured according to international guide-
lines and the editorial policies of major scientific publications (Elsevier, Springer Nature, Taylor
& Francis, SAGE, and Emerald Publishing). It establishes criteria for acceptable, sensitive, and
unacceptable use of GenlA, clearly defining boundaries between technical assistance and
intellectual authorship. Originality/Relevance: The guide stands out by balancing technologi-
cal innovation and epistemic responsibility, encouraging the use of GenlA as a tool to support
research and not as a substitute for human reflection. Its relevance lies in addressing a critical
gap inthe contemporary academic context: the need for clear ethical guidelines in the face of
the growing adoption of generative technologies. Results: Proposes pedagogical and formative
practices for teachers and students focused on critical digital literacy and the development of
ethical and cognitive competencies. Offers institutional transparency protocols, digital maturity
indicators, and guidelines for reviewers and evaluators. Theoretical Contributions: Consolidates
an ethical governance model for the use of Al in science, guided by integrity, shared responsibil-
ity, and the valuing of human authorship as the non-negotiable core of academic production.

Keywords: Generative Artificial Intelligence; Research Ethics; Scientific Integrity; Human Au-
thorship; Academic Governance.
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Objetivo: Promover una cultura de integridad cientifica y transparencia en el uso de tecnologias
generativas en la investigacion académica, proporcionando un marco tedrico y prdctico para
investigadores, profesorado e instituciones de educacion superior. Metodologia: Eldocumento se
basa en principios éticos, epistemoldgicos y legales, y se estructura segun las directrices interna-
cionalesy las politicas editoriales de las principales publicaciones cientificas (Elsevier, Springer
Nature, Taylor & Francis, SAGE y Emerald Publishing). Establece criterios para el uso aceptable,
sensible e inaceptable de GenlA, definiendo claramente los limites entre la asistencia técnica
y la autoria intelectual. Originalidad/Relevancia: La guia destaca por equilibrar la innovacion
tecnoldgica y la responsabilidad epistémica, fomentando el uso de GenlA como herramienta
de apoyo a la investigacion y no como sustituto de la reflexion humana. Su relevancia radica
en abordar una brecha critica en el contexto académico contempordneo: la necesidad de
directrices éticas claras ante la creciente adopcién de tecnologias generativas. Resultados:
Propone prdcticas pedagdgicas y formativas para docentes y estudiantes centradas en la
alfabetizacion digital critica y el desarrollo de competencias éticas y cognitivas. Ofrece proto-
colos de transparencia institucional, indicadores de madurez digital y directrices para revisores
y evaluadores. Contribuciones tedricas: Consolida un modelo de gobernanza ética para el uso
de la lA en la cie ncia, guiado por la integridad, la responsabilidad compartida y la valoracion
de la autoria humana como eje fundamental de la producciéon académica.

Palabras clave: Inteligencia Artificial Generativa. Etica en la Investigacion. Integridad Cientifica.
Autoria Humana. Gobernanza Académica.
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INTRODUGCAO

O avango da Inteligéncia Artificial Generativa (GenlA) no campo académico
tem provocado transformagdes significativas na producgdo, difusdo e vali-
dagdio do conhecimento cientifico, exigindo uma reflexdo ética e episte-
moldgica que transcenda o uso instrumental dessas tecnologias. Este guia
tem como objetivo oferecer um referencial formativo e prdtico para o uso
ético, responsdvel e transparente da GenlA em todas as etapas do processo
de pesquisa cientifica — da concepgdo tedrica d redagdo final de trabalhos,
artigos e relatodrios institucionais. Inspirado por diretrizes internacionais
(Elsevier, 2024a; UNESCO, 2025a) e pelos coédigos de integridade cientifica
brasileiros (ANPAD, 2023; UFSC, 2024), o documento propde-se a orientar
docentes, discentes e pesquisadores quanto aos limites e possibilidades
do uso da IA promovendo uma cultura de integridade, autoria humana e
responsabilidade cognitiva.

O guia estrutura-se como uminstrumento pedagdgico e normativo,
voltado a formagdo ética e reflexiva no uso da GenlA. Seu conteudo integra
aspectos técnicos, filoséficos e regulatdrios, organizados em cinco eixos
complementares: (1) fundamentos conceituais e epistemoldgicos da ética da
IA; (2) andlise sistematica da produgdo cientifica recente sobre o tema; (3)
mapeamento comparado das politicas editoriais internacionais e diretrizes
institucionais; (4) sistematizagdo de critérios éticos e operacionais para uso
académico da GenlA; e (5) recomendagdes formativas para instituicdes de
ensino e pesquisa. Essa estrutura busca néo apenas regulamentar o uso da
tecnologia, mas também estimular a reflexdo critica sobre seu papel na
construgdo do conhecimento cientifico (Floridi, 2022; Feenberg, 2017).

O documento foi desenvolvido por meio de andlise documental e
revis@o sistemdtica de publicagdes cientificas recentes (Arar et al., 2025;
Hanafi et al., 2025), complementadas por validagdo tedrica baseada em
principios de ética da informagdo (Floridi & Cowls, 2022) e razdo tecnolégica
(Feenberg, 2017). As etapas metodoldgicas incluiram codificagdo temdtica
dos principios éticos, triangulacdio entre normas editoriais e recomendacdes
institucionais, e construgéio participativa das diretrizes, assegurando legitimi-
dade e aplicabilidade pedagdgica. Com isso, o guia se configura como um
marco orientador capaz de harmonizar inovagdo tecnoldgica e integridade
cientifica, promovendo prdticas responsdveis de pesquisa em ambientes
digitais (Tang, Cooper & Nielsen, 2024; Resnik & Hosseini, 2025).

Além de oferecer orientagdes normativas, o guia pretende capa-
citar a comunidade académica para o uso consciente e critico da GenlA,
enfatizando que o protagonismo na produgdio do conhecimento continua
sendo humano. Como ressaltam Delios, Tung e van Witteloostuijn (2025) e
Sampaio, Sabbatini e Limongi (2025), a GenlA deve ser compreendida como
ferramenta de apoio heuristico, ndo como agente de autoria. Nesse sentido,
o documento convida a construgdo de um novo pacto ético entre pesqui-
sadores, instituicdes e tecnologias, no qual a autoria plena e a responsabi-
lidade epistémica permanecem intransferivelmente humanas. Assim, este
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guia pode ser utilizado como referéncia formativa, normativa e avaliativa,
servindo tanto para orientar a pratica docente e a superviséo de pesquisas
quanto para fundamentar politicas institucionais de integridade cientifica
no contexto digital contemporéneo.

METODOLOGIA DE CONSTRUGCAO DO GUIA

A construcéo deste Guia para o Uso Etico e Responsdvel da Inteligéncia
Artificial Generativa (GenlA) no Ambito Académico foi conduzida por meio
de um processo metodoldgico sistemdtico, comparativo e participativo,
voltado & consolidagdo de diretrizes que unam rigor cientifico, integridade
ética e aplicabilidade prdtica. O guia foi estruturado de forma a oferecer
recomendagdes normativas e fundamentos epistemoldgicos que orientem o
pesquisador no uso prudente da GenlA na produgdio de conhecimento. Essa
abordagem foi inspirada na concepgdo de Floridi (2020), segundo a qual a
ética da informagdo deve ser compreendida como uma arquitetura racional
voltada & preservagdo da dignidade cognitiva, e na visdo de Feenberg (2017),
que entende a tecnologia como um sistema social de razdo que redefine as
fronteiras entre sujeito e conhecimento.

Inicialmente, foi desenvolvido um extenso levantamento e andlise
documental, fundamentado na técnica de andlise de conteudo (Bardin,
2016), abrangendo tanto referenciais institucionais quanto literatura cien-
tifica contemporénea sobre o uso ético da GenlA na pesquisa académica.
Foram examinados os principais guias nacionais e internacionais — UFRGS
(2023), UFMG (2023), UNICAMP (2023) e UNESCO (2023; 2025q; 2025b) —, bem
como normas editoriais e politicas publicas de integridade cientifica (CNE/
CES, 2018; CNS, 2016). Essa etapa teve como objetivo identificar principios
convergentes e lacunas normativas, permitindo a formulagéo de diretrizes
adaptadas ao contexto brasileiro, mas compativeis com os padrdes interna-
cionais de ética e governanca algoritmica estabelecidos pela OECD (2023).

Além da documentagédo institucional, realizou-se uma andlise sis-
temdadtica dos artigos cientificos, que abordam de forma tedrica e empirica
os desafios e implicagdes éticas do uso da GenlA em contextos académicos.
O corpus analisado incluiu estudos de Arar et al. (2025), Hanafi, Al-Mansi &
Al-Sharif (2025), Llerena-lzquierdo & Ayala-Carabajo (2025) e Zaki et al. (2025),
os quais discutem desde aresponsabilidade epistemoldgica e aintegridade
da pesquisa até as oportunidades e riscos inerentes & integragdo da GenlA
nas etapas de redagdo, revis@o e disseminacdo cientifica. As contribuigcdes
de Delios, Tung & van Witteloostuijn (2025) e Ganguly et al. (2025) também
foram incorporadas, destacando o papel das universidades e dos editores
na formulagdo de politicas de uso ético.

De modo complementar, estudos como os de Lund et al. (2023) e
Bender et al. (2021) foram essenciais para compreender os riscos associados
A “autoria algoritmica” e a produgéio textual automatizada, apontando a
necessidade de se preservar a centralidade do pesquisador humano como
agente moral e interpretativo. As andlises de Francis, Jones & Smith (2025) e
Chinoracky & Stalmasekova (2025) contribuiram para o entendimento de dile-
mas éticos emergentes no ensino superior e na formagdo docente, enquanto
Schlagwein & Willcocks (2023) e Resnik & Hosseini (2025) ofereceram referen-
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ciais sélidos sobre a responsabilidade compartilhada entre pesquisadores,
revisores e instituigdes no uso da GenlA. Essas obras foram examinadas com
enfoque critico e comparativo, permitindo construir um panorama integrado
entre ética, tecnologia e epistemologia cientifica.

Em seguida, foi realizada uma andlise comparada de diretrizes
editoriais e cédigos de conduta cientifica emitidos por grandes editoras in-
ternacionais, como Elsevier (2024a; 2024b; 2024c), Emerald Publishing (2023q;
2023b), SAGE Publishing (2023a; 2023b), Springer Nature (2024), Taylor & Francis
(n.d.) e Wiley (n.d.). Essa comparagdo buscou identificar como os principais
peridédicos internacionais tratam questdes como autoria, transparéncia,
rastreabilidade de outputs e uso de GenlA em publicagdes cientificas. O re-
sultado dessa andilise foi a definigdo de critérios objetivos de transparéncia
e responsabilidade, inspirados em iniciativas como a GAIT 2024 Guidance
(Linder et al., 2025) e em estudos sobre governanga editorial e prdticas de
revisdo ética (Ebadi et al., 2025; BaHammam, 2025).

O processo a seguir compreendeu a validagéio final do documento
tendo esta sido conduzida por meio de revisdes sucessivas centradas em cla-
reza, coeréncia e consisténcia entre principios e recomendagdes, conforme
as diretrizes da ANPAD (2023) e os principios de conduta ética de Steneck
(2003). Essa revisdo resultou na criagdo de uma estrutura pedagoégica que
orienta o pesquisador a diferenciar usos éticos e antiéticos da GenlA — como
revisdo textual, sintese bibliogrdfica ou andlise de dados secunddrios (usos
éticos) versus fabricagdo de resultados ou ocultamento de coautoria (usos
antiéticos) —, conforme sugerem Tang et al. (2024) e Sampaio, Sabbatini &
Limongi (2025).

Alémdisso, foi instituido um sistema de atualizagdo continua do guia,
fundamentado naideia de que a ética tecnoldégica € um processo dindmico
e evolutivo (Floridi, 2022). Essa atualizagdo peridédica prevé revisdes a cada
ciclo anual, com base em novas pesquisas, normativas editoriais e prdticas
observadas nas universidades, garantindo que o documento mantenha sua
relevéncia diante da rdpida transformagéo das GenlAs.

A seguir, apresenta-se a Tabela 1 - Estrutura Metodolégica de
Construgd@o do Guia, que sintetiza os principais elementos do processo,
destacando objetivos, fontes, métodos, critérios analiticos e resultados de
cada etapa. Essa tabela busca servir como referéncia metodolégica para a
construgdo de futuros instrumentos normativos sobre o uso ético da GenlA
na pesquisa académica, assegurando rastreabilidade, comparabilidade e
validade epistémica.
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Tabela 1

Estrutura Metodoldgica de Construgéo do Guia para o Uso Etico e Responsdvel da GenlA no Ambito Académico

Fase Metodolégica

Objetivo Central

Fontes e Referenciais
Utilizados

Procedimentos e
Técnicas

Critérios Analiticos e
Epistemolégicos

Resultados e
Contribuigoes

1. Levantamento
Documental e Revisdo
de Literatura

Identificar principios
éticos e normativos
convergentes sobre
o uso da GenlA na
pesquisa cientifica.

Guias institucionais:
UFRGS (2023), UFMG
(2023), UNICAMP
(2023), UNESCO (2023;
2025a; 2025b); normas
CNE/CES (2018), CNS
(2016); OECD (2023).

Revis@io documental
e andlise de contetido
(Bardin, 2016), com
codificagdio temdtica
de principios éticos e
normativos.

Validagéo tedrica
pela convergéncia
entre ética da infor-
magdio (Floridi, 2020)
e razdo tecnolédgica
(Feenberg, 2017).

Mapeamento de
lacunas normativas e
formulagdo preliminar
de diretrizes éticas
adaptadas ao con-
texto brasileiro.

2. Andlise Sistema-
tica da Produgéo
Cientifica

Examinar as contri-
buicdes académicas
recentes sobre ética,
integridade e riscos
do uso da GenlA

em contextos de
pesquisa.

Artigos de Arar et

al. (2025); Hanafi et
al. (2025); Llerena-Iz-
quierdo & Ayala-Ca-
rabajo (2025); Zaki et
al. (2025); Lund et al.
(2023); Bender et al.
(2021) e outros

Revisdo sistemdatica
comparativa com
base em abordagem
mista (qualitativa e
interpretativa).

Avaliagdo critica das
dimensdes epistémi-
cas e mordis do uso
da |A, priorizando
responsabilidade
cognitiva e autoria
humana.

Definigdo de funda-
mentos tedricos para
distinguir usos éticos
(revisdo, sintese) e
antiéticos (geragdo
de resultados, oculta-
mento de autoria).

3. Andlise Comparada
de Diretrizes Editoriais
e Cédigos de Conduta

Estabelecer parédme-
tros de transparéncia
e rastreabilidade do
uso da IA em publica-
coes cientificas.

Politicas editoriais

de Elsevier (2024a-c),
Emerald (2023a-b),
SAGE (2023a-b),
Springer (2024), Taylor
& Francis (n.d.), Wiley
(n.d.); GAIT 2024
Guidance (Linder et
al., 2025).

Andlise comparada e
matriz de conver-
géncia de normas
editoriais.

Avaliagdo de coerén-

cia entre praticas edi-
toriais e principios de

integridade cientifica
(Steneck, 2003).

Identificagdo de boas
prdticas internacio-
nais e formulagéo

de critérios objetivos
de transparéncia,
declaragéo de uso e
responsabilidade.

4. Validagdo Parti-
cipativa e Revisdo
Etico-Pedagégica

Assegurar clareza, co-
eréncia e legitimidade
do documento final
junto & comunidade
académica.

Diretrizes ANPAD
(2023); principios
éticos de Steneck
(2003); estudos de
Sampaio, Sabbatini &
Limongi (2025) e Tang
et al. (2024).

Revisdes sucessivas,
com oficinas de vali-
dagdio entre docentes,
pesquisadores e revi-
sores institucionais.

Critérios de integri-
dade cognitiva e vali-
dade formativa, com
base na distingéo
entre autoria humana
e automagdio cog-
nitiva.

Consolidagéo do guia
como instrumento pe-
dagdgico e normativo
de ética aplicada a
pesquisa com GenlA.

5. Sistematizagdo
de Critérios Eticos e
Operacionais

Estruturar diretrizes
aplicdveis as diferen-
tes etapas da pesqui-
sa académica.

Estudos de Francis,
Jones & Smith

(2025); Chinoracky &
Stalmasekova (2025);
Schlagwein & Willco-
cks (2023); Resnik &
Hosseini (2025).

Integragdio dos dados
analisados em matriz

conceitual orientada

a pratica.

Aplicagdo dos princi-
pios de responsabili-
dade compartilhada
e de governanga
ética (Ryan & Stahl,
2021; Floridi & Cowls,
2022).

Criagé&o de um qua-
dro prdtico de “usos
éticos e antiéticos da
GenlA” em diferentes
contextos acadé-
micos.

6. Atualizagao
Continua e Avaliagao
Evolutiva

Garantir a relevancia
e adaptabilidade

do guia diante da
evolugdo tecnoldgica
e normativa.

Floridi (2022); OECD
(2023); novas pesqui-
sas institucionais e
diretrizes editoriais.

Revisdes anuais
baseadas em monito-
ramento de prdticas e
evidéncias empiricas.

Perspectiva evolutiva
e reflexiva da ética
aplicada a tecnologia.

Implementacéo de
sistema dindmico de
atualizagdo e aprimo-
ramento permanente
do Guia.

Epistemologicamente, o processo metodoldgico adotado reflete uma viséo
relacional da ética aplicada a ciéncia, segundo a qual a produgdo de con-
hecimento é entendida como um processo colaborativo entre humanos e
sistemas inteligentes, mas sempre orientado por principios de responsab-
ilidade, transparéncia e reflexividade (Ryan & Stahl, 2021; Floridi & Cowls,
2022). O guia reconhece, portanto, que o uso ético e eficaz da GenlA na
pesquisa cientifica ndo consiste exclusivamente em seguir normas, mas em
desenvolver consciéncia critica sobre os limites da automagéo cognitiva e
o papel do pesquisador como guardidio da verdade cientifica. Assim, este
documento se constitui como um conteudo formativo e epistemoldgico que
buscainspirar o uso prudente, inovador e moralmente responsdvel da GenlA
na ciéncia contemporénea.
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PRINCIPIOS ORIENTADORES
Autoria Humana Como Fundamento Epistemolégico

A discussdo sobre autoria humana no contexto da GenlA ultrapassa a esfera
moral e normativa e adentra o dominio epistemoldgico, onde se delineia a
prépria esséncia da produgdio de conhecimento. Em ambientes hibridos de
cognigdo humano-mdquing, a autoria deixa de ser somente um ato indi-
vidual e passa a constituir uma pratica relacional, que envolve mediagdo
tecnoldgica e responsabilidade cognitiva. Conforme argumenta Foucault
(1969), a nogdio de autor ndo é uma entidade fixa, mas uma fungéo discursiva
que organiza a produgdio e a circulagdo de saberes. De forma semelhante,
Barthes (2004) enfatiza que a “morte do autor” representa o deslocamento
do sujeito como origem absoluta do texto, revelando que a criagdo € sem-
pre atravessada por sistemas culturais e linguisticos pré-existentes. Quando
essa concepgdo é transposta para o contexto da GenlA, emerge um desafio
ontolégico: compreender o que significa autoria consciente quando a ger-
acdo textual passa a ocorrer em colaboragéio com sistemas algoritmos que
simulam raciocinio humano (Floridi, 2020; Haraway, 2013).

Nesse sentido, a autoria humana deve ser entendida néo como
exclusividade material, mas como primazia epistémica — ou seja, como a
capoacidade reflexiva de interpretar, contextualizar e atribuir sentido as infor-
magdes geradas pela mdquina. Floridi (2022) propde que a ética da IA deve se
basear na “racionalidade informacional”, segundo a qual o humano mantém
o papelde projetista conceitual e garante a coeréncia entre valores e dados.
Assim, o pesquisador é o agente moral que transforma outputs algoritmicos
em conhecimento cientifico, enquanto a GenlA atua como ferramenta de
apoio cognitivo, e ndo como coautora. Essa distingélo € essencial para pre-
venir o que Bender et al. (2021) denominam de “parrotagem estocdstica”, a
reproducdo estatistica de padrdes linguisticos sem compreensdo semdantica,
que ameaga d integridade epistémica do texto académico. Reconhecer essa
fronteira &, portanto, uma condigdo ética e cognitiva para a manutengdo
da autoria humana no processo cientifico (Birhane, 2021; Crawford, 2021).

A questdio da coautoria algoritmica, frequentemente debatida em
politicas editoriais internacionais, exige critérios operacionais que evitem
tanto a negagdo da mediagdio tecnoldgica quanto a atribui¢éo indevida
de agéncia moral & mdaquina. De acordo com Elsevier (2024a) e Emerald
Publishing (2023b), sistemas generativos podem ser utilizados para aprimo-
rar clareza textual, estruturar ideias ou apoiar andlises preliminares, desde
que seu uso seja declarado explicitamente e supervisionado por um autor
humano responsdvel. O principio da transparéncia, defendido por Tang et
al. (2024) e reforcado por Yin et al. (2025), estabelece que a utilizagdo de
GenlA deve ser acompanhada de mengéo clara nas se¢gdes metodoldgicas,
assegurando rastreabilidade e integridade cientifica. Dessa forma, evita-se
a confusd@o entre autoria e mediagdo, uma vez que a responsabilidade moral
e intelectual continua sendo exclusivamente humana (Ryan & Stahl, 2021;
Resnik & Hosseini, 2025).

O uso ético da GenlA, portanto, deve seguir trés critérios fundamen-
tais. Primeiro, o critério de finalidade, que delimita o uso da IA a fungdes ins-
trumentais, como revisd@o de linguagem, organizagéio de dados secunddrios
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e geragdo de hipdteses preliminares, conforme sugerem Cheng, Calhoun e
Reedy (2025) e Sampaio, Sabbatini e Limongi (2025). Segundo o critério de
autonomia critica, que exige que o pesquisador revise, valide e interprete os
resultados gerados, preservando o juizo analitico que distingue a autoria hu-
mana da automagdo (Delios, Tung & van Witteloostuijn, 2025; Arar et al., 2025).
Terceiro, o critério de transparéncia epistémica, que obriga a declaragéo de
uso de GenlA e a explicitagdo de sua contribuigdio no processo de escrita ou
andlise, conforme os pardmetros das editoras internacionais (Elsevier, 2024b;
Taylor & Francis, n.d.). Esses critérios asseguram a manutengéo da integrida-
de e da confiabilidade do conhecimento produzido em ambientes digitais.

A Tabela 2, a seguir, apresenta os Elementos Metodoldgicos dos
Critérios Eticos Fundamentais para o Uso da GenlA, sintetizando, de forma
integrada, as dimensdes conceituais, finalidades, implicagdes epistemold-
gicas e boas prdticas associadas a cada critério. Essa estrutura sistematiza
parédmetros que permitem operacionalizar a ética aplicada ds pesquisas com
GenlA, funcionando como guia interpretativo e formativo para pesquisadores,
orientadores e avaliadores.

Elementos Metodoldgicos dos Critérios Eticos Fundamentais para o Uso da GenlA

Critério Etico-
Filoséfico

Definigdo Conceitual

Finalidade
Metodolégica

Implicagdes
Epistemolégicas

Boas Prdticas e Usos
Permitidos

Riscos, Limites e
Condutas Vedadas

Define o escopo
funcional e legitimo
da GenlA na pesquisa

Garantir que a IA atue
como ferramenta de

Reforga a distingéo
entre instrumenta-
lidade tecnoldgica
e autoria cognitiva
humana, mantendo

Revisdo linguisti-

ca, verificagdo de
coeréncia textual,
geragdo de hipéteses

Redagédo integral de
segbes, geragdo de
andlises empiricas au-

1. Critério de . . Lo apoio e ndo como ) exploratdrias, orga- tomatizadas, criagdo
.. cientifica, limitando . o controle racional . - ) .. )
Finalidade produtora de conteu- . nizagéo de dados de citagdes inexisten-
seu uso a tarefas L do pesquisador sobre . o
. . do original ou conclu- secunddrios e forma- tes e substituigéo do
instrumentais e ~ . o o processo de co- . . s o
L sbes cientificas. . tagdo de referéncias raciocinio cientifico
auxiliares. nhecimento (Cheng, . L
(Sampaio, Sabbatini & por outputs de IA.
Calhoun & Reedy, Limongi, 2025)
2025). o
Sustenta a epistemo-
. logia reflexiva, em Revisdo interpretativa L -
. Preservar a soberania . Aceitagdo acritica
Estabelece a obriga- e L que o conhecimento dos outputs gerados;
~ X cognitiva e o juizo ) . . - dos resultados, uso da
¢dlo do pesquisador o N é resultado da inter- validagdo com fontes s
L. . . critico humano diante N . o o IA como substituto do
2. Critério de de revisar, validar e pretagéo humana, e cientificas confidveis;

Autonomia Critica

reinterpretar critica-
mente todo material
gerado pela GenlA.

das respostas algo-
ritmicas, evitando
dependéncia auto-
matizada.

ndo de simples repro-
dugdo algoritmica
(Delios, Tung & van
Witteloostuijn, 2025;
Arar et al.,, 2025).

registro dos prompts
utilizados; verifica-
cdo de vieses e erros
semanticos.

processo de reflexdo
ou replicagdo de
informagdes sem
checagem.

Impde a obrigato-
riedade de declarar

Garantir rastreabi-
lidade, honestida-

Promove a confianga
epistémica e a verifi-

Insergdio de segdo es-
pecifica no trabalho
detalhando a ferra-

Omisséio do uso de
GenlA, manipulagdo

3. Critério de explicitamente o uso de académica e cabilidade publica do " o
o e . N menta utilizada, sua de evidéncias, falta
Transparéncia da GenlA, descreven- alinhamento com os processo de produgéo e "
L - P . . versdo, finalidade e de rastreabilidade e
Epistémica do sua finalidade e padrdes internacio- de conhecimento

impacto no processo
de pesquisa.

nais de integridade
cientifica.

(Elsevier, 2024b; Taylor
& Francis, n.d.).

grau de intervengdo;
mengdo nas declara-
c¢oes de integridade.

ocultamento de coau-
toria automatizada.

A aplicacdo simultéinea desses trés critérios — finalidade, autonomia critica
e transparéncia epistémica — assegura a preservagdo da autoria cientifica
e da credibilidade epistemoldégica em tempos de GenlA.

Por outro lado, do ponto de vista filoséfico, a simbiose entre humano
e maquina redefine a natureza da autoria como uma prdtica ciborgue —
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termo cunhado por Haraway (2013) para descrever o entrelagamento entre
corpos orgdnicos e sistemas tecnoldégicos. Essa condigéio hibrida, longe
de anular a autoria humana, amplia seu escopo ético e cognitivo. O autor
torna-se um mediador consciente entre o raciocinio humano e o cdlculo
automatizado, capaz de discernir entre informag¢do e conhecimento, entre
reprodugdo e criagdo. Tal perspectiva estd alinhada ao conceito de “ética
relacional” proposto por Birhane (2021), segundo o qual a interagdo entre
humanos e sistemas inteligentes deve ser regida por empatia cognitiva, res-
ponsabilidade compartilhada e respeito aos contextos culturais e cientificos
em que o conhecimento & produzido.

Crawford (2021) refor¢ca essa vis@lo ao demonstrar que a inteligéncia
artificial ndo € um agente neutro, mas uma tecnologia embutida em redes de
poder, infraestrutura e economia politica. Assim, a defesa da autoria humana
ndo se resume & protegdo da criatividade individual, mas & salvaguarda do
valor epistémico da ciéncia como bem publico. Pasquale (2020) acrescenta
que a autonomia humana nas relagdes com sistemas inteligentes deve ser
preservada por meio de “leis da robdtica social”, capazes de equilibrar inova-
cdo tecnoldgica e responsabilidade moral. A partir da incorporacéo dessas
dimensdes, este guia propde uma compreensdo ampliada de autoria — que
reconhece ainevitdvel mediagdo tecnoldgica, mas reafirma o humano como
centro deliberativo e ético do processo de criagdo cientifica.

O objetivo néo é proibir o uso da tecnologia, mas promover seu uso
consciente, transparente e reflexivo, em consondncia com as diretrizes da
UNESCO (2023) e da ANPAD (2023). Assim, a autoria humana, mais do que
uma formalidade, torna-se um exercicio continuo de responsabilidade epis-
temoldgica — o compromisso de pensar, interpretar e produzir ciéncia com
prudéncia ética e lucidez critica diante da era da cognigdo compartilhada.

A consolidagd@io da autoria humana como fundamento epistemo-
ldgico demanda também a implementag¢do de prdticas pedagdgicas e
formativas que transcendam a mera instrugéio técnica sobre o uso de fer-
ramentas de GenlA e promovam uma cultura de reflexdo ética e cognitiva.
A integragd@o da GenlA em ambientes de ensino e pesquisa requer que as
instituicdes formem sujeitos epistémicos capazes de compreender critica-
mente os impactos dessa tecnologia sobre os modos de conhecer, escrever
e ensinar (Floridi, 2020; Feenberg, 2017). Assim, a formagdo ética em IA deve
ser tratada como uma competéncia transversal, conectando filosofia da
técnica, epistemologia digital e governanga cientifica.

Um primeiro eixo pedagdgico consiste na criagdio de moédulos for-
mativos interdisciplinares que abordem os fundamentos éticos, epistemold-
gicos e juridicos da IA explorando casos prdticos e dilemas reais enfrentados
por pesquisadores e docentes. Conforme defendem Floridi e Cowls (2022), a
educagdo sobre |IA deve alinhar-se a cinco principios — beneficéncia, néo
maleficéncia, autonomia, justica e explicabilidade —, de modo que os estu-
dantes aprendam a avaliar a utilidade técnica e as implicagdes morais de
cada uso. Em consondncia, Birhane (2021) propde uma abordagem relacional
da ética algoritmica, na qual o aprendizado envolve reconhecer as conse-
quéncias sociais da automagdo e a importéncia do discernimento humano
diante da opacidade dos sistemas generativos.

Um segundo eixo formativo diz respeito & alfabetizacdo cientificae
digital critica, centrada na andlise e interpretagdo dos outputs da GenlA. De
acordo com Batista, Mesquita e Carnaz (2024) e Jinet al. (2025), a formagéo
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em ambientes académicos deve incluir o desenvolvimento de habilidades
de leitura e validacgéio de textos produzidos por GenlA, distinguindo entre
resultados heuristicos e erros epistémicos (como alucinagdes ou vieses al-
goritmicos). Esse tipo de letramento, longe de ser apenas instrumental, esti-
mula a autonomia intelectual e fortalece a capacidade de verificagdo e de
autoria consciente — um antidoto necessdrio & dependéncia tecnoldgica.

O terceiro eixo € proposto a incorporagdo de laboratérios de ética
aplicada & pesquisa, onde docentes e discentes possam simular situacdes
académicas envolvendo o uso da GenlA — como revis@io de manuscritos,
geragdio de hipdteses ouinterpretagéio de dados — e debater coletivamente
os limites éticos e cognitivos de cada prdtica. Essas experiéncias formativas
se apoiam na ideia de “aprendizado reflexivo” (Ryan & Stahl, 2021), em que
o uso da tecnologia € acompanhado de um processo de autocritica e expli-
citacdio das decisdes metodoldgicas.

O quarto eixo envolve a criagdo de protocolos institucionais de trans-
paréncia e rastreabilidade, nos quais os pesquisadores sejom formados para
registrar e declarar detalhadamente o uso da GenlA em todas as etapas do
processo académico. Essa prdtica, defendida por Tang et al. (2024) e adota-
da nas diretrizes de editoras como Elsevier (2024a), Taylor & Francis (n.d.) e
Wiley (n.d.), fortalece a cultura da integridade cientifica e torna a relagdo
entre humano e mdquina auditdvel e verificdvel. Além disso, contribui para
que a GenlA seja utilizada como um instrumento de ampliagdo da qualidade
cientifica, e nélo como substituto da autoria.

O quinto eixo pedagodgico refere-se a formagdo continuada de
docentes e revisores cientificos, assegurando que os mediadores do conhe-
cimento dominem tanto os aspectos técnicos quanto os filoséficos do uso
ético da GenlA. Conforme destacam Arar et al. (2025) e Resnik e Hosseini
(2025), a responsabilidade institucional ndo se limita a criagéo de normas,
mas envolve o cultivo de uma ética epistémica coletiva. Isso requer politicas
de capacitagdio que atualizem os profissionais em relagdio &s mudangas nos
padrdes editoriais internacionais e incentivem a reflexdo critica sobre as
transformacgdes cognitivas trazidas pela simbiose entre humano e mdaquina.

A Tabela 3 - Estrutura Metodolégica dos Eixos Pedagdgicos para
o Uso Etico da GenlA a seguir indica os objetivos, fundamentos tedricos,
meétodos e resultados esperados de cada um desses eixos, formando um
quadro orientador para o desenvolvimento curricular e institucional.
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Estrutura Metodolégica dos Eixos Pedagdégicos para o Uso Etico da GenlA

Eixo Pedagégico

1. Médulos
Interdisciplinares
sobre Etica,
Epistemologia e
Direito da lA

Objetivo Central

Integrar fundamentos
éticos, juridicos e cog-
nitivos na formagdéo
cientifica, promoven-
do reflexdo critica
sobre dilemas reais do
uso da |A.

Fundamentos
Teéricos e Eticos

Floridi & Cowls (2022)

— cinco principios da
ética da IA (benefi-
céncia, ndo malefi-
céncia, autonomia,
justica e explicabili-
dade); Birhane (2021)

- ética relacional e
reconhecimento das
consequéncias sociais
da automagdo.

Estratégias e Métodos
Formativos

Aulas tedrico-praticas
com estudos de caso;
andlise de dilemas
éticos reais; debates
interdisciplinares
envolvendo filosofia,
tecnologia e direito.

Competéncias
Desenvolvidas

Raciocinio ético e
juridico; julgamento
moral aplicado;
compreensdo da

IA como fenémeno
sociotécnico; dis-
cernimento humano
diante da opacidade
algoritmica.

Resultados Esperados
e Impactos

Formagdio de pes-
quisadores criticos e
conscientes sobre os
impactos da GenlA
na ciéncia e na socie-
dade; fortalecimento
da responsabilidade
moral coletiva.

2. Alfabetizagdo
Cientifica e Digital
Critica

Desenvolver capa-
cidade de leitura,
validagdio e andlise
critica de outputs pro-
duzidos por GenlA.

Batista, Mesquita &
Carnaz (2024) - letra-
mento digital como
instrumento de auto-
nomia intelectual; Jin
et al. (2025) - distin-
cdlo entre resultados
heuristicos e erros
epistémicos.

Oficinas de andlise
de textos gerados por
IA; comparagdo entre
produgdes humanas
e algoritmicas; exerci-
cios de detecgédio de
vieses e inconsistén-
cias semanticas.

Literacia digital
critica; verifica-

cdlo epistémica;
autonomia cognitiva;
diferenciagdo entre
raciocinio humano e

automagdo heuristica.

Redugdio da depen-
déncia tecnolégica;
aumento da confia-
bilidade académica;
fortalecimento da
autoria consciente

e do pensamento
reflexivo.

3. Laboratérios de
Etica Aplicada &
Pesquisa

Estimular praticas re-
flexivas e simulagdes
éticas em contextos
académicos envol-
vendo GenlA.

Ryan & Stahl (2021) -
aprendizado reflexivo
e ética aplicada a
tecnologia; Floridi
(2022) - ética informa-
cional como prdtica
racional.

Criagdo de laboraté-

rios experimentais; si-
mulagdes de revisdes,
andlises e interpreta-

¢Oes assistidas por IA;
registro reflexivo das

decisdes tomadas.

Consciéncia ética
aplicada; capacidade
de autocritica; domi-
nio de metodologias
reflexivas; integragdo
entre técnica e moral.

Internalizagdo de
valores éticos e
epistemoldgicos;
fortalecimento do
juizo moral coletivo;
compreensdo pratica
dos limites éticos da
IA na pesquisa.

4. Protocolos
Institucionais de
Transparéncia e
Rastreabilidade

Promover a cultura
daintegridade e
rastreabilidade no uso
da GenlA em todas as
etapas da pesquisa.

Tang et al. (2024) -
importéncia da
declaragdo explicita
do uso de GenlA;
Elsevier (2024a),
Taylor & Francis (n.d.),
Wiley (n.d.) — politicas
de transparéncia
editorial.

Elaboragdo de
protocolos de registro
de uso; criagdio de
formuldrios de decla-
ragdo ética; incluséo
de segdio obrigatoéria
sobre GenlA nos
relatorios e TCCs.

Responsabilidade ins-
titucional; rastreabi-
lidade informacional;
compromisso com a
integridade cientifica.

Fortalecimento da
confianga publica na
pesquisa; padroniza-
cdo ética de prdticas;
transparéncia como
eixo da governanga
cientifica.

5. Formagdo
Continuada de
Docentes e Revisores
Cientificos

Capacitar mediado-
res do conhecimento
para a orientagéo
ética e critica sobre o
uso da GenlA.

Arar et al. (2025) -
ética epistémica cole-
tiva; Resnik & Hosseini
(2025) - corresponsa-
bilidade institucional
naintegridade
cientifica.

Programas de
atualizagéo docente;
workshops de reviséo
ética; comunidades
de prdtica entre revi-
sores e pesquisadores.

Atualizagéo ética e
técnica; dominio de
padrdes editoriais
internacionais; com-
peténcia pedagoégica
para mediagéo
tecnolégica.

Disseminagdo da
ética epistémica
institucional; consoli-
dagdio de uma cultura
de responsabilidade
compartilhada entre
humanos e sistemas
inteligentes.

A implementacdo dos eixos pedagdgicos descritos acima representa um
avango estrutural na formagédo cientifica do século XXI, promovendo uma
aprendizagem integrada entre técnica, ética e epistemologia. Essa aborda-
gemreconhece que o uso da GenlA ndo estd apenas vinculado aum desafio
tecnolégico, mas um fendmeno cultural e cognitivo que exige formagdo
moral e critica.

A partir do desenvolvimento dos principios de autonomia, justica,
beneficéncia e explicabilidade com metodologias prdticas de ensino, as
instituicdes de ensino superior consolidam um novo paradigma educacional

— aquele em que a lA deixa de ser um mero instrumento automatizado e pas-
sa a ser compreendida como um objeto de reflexdo ética, epistemoldgica e
pedagdgica, essencial & sustentabilidade moral da ciéncia contemporénea.
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Desse modo, as praticas pedagdgicas aqui propostas buscam con-
solidam a autoria humana como principio epistemoldgico, além de construir
uma ecologia formativa voltada & responsabilidade cientifica, & autonomia
intelectual e ao uso consciente da tecnologia. O objetivo estd em formar
uma geragdio de pesquisadores conscientes capazes de coexistir eticamente
com sistemas inteligentes — preservando, no cerne da ciéncia, aquilo que
a torna verdadeiramente humana: a capacidade de pensar, questionar e
criar com sentido.

Transparéncia Epistemolégica e Declaragdo De Uso

A transparéncia, no contexto da pesquisa mediada por GenlA deve ser
compreendida como um principio epistemoldgico que assegura a validade,
a confiabilidade e a verificabilidade do conhecimento cientifico. Diferente
da concepgdo tradicional de transparéncia, associada & descrigdo dos
meétodos e fontes utilizadas, o uso da GenlA demanda um modelo expandido
que inclua tanto a rastreabilidade técnica quanto a explicitagéo cognitiva
dos processos mediadores de geragdo de conhecimento. Essa distingdo &
fundamental na era da “cognig¢do algoritmica”, em que parte da produgdo
textual e analitica é realizada por sistemas opacos — fendmeno conhecido
como a “caixa-preta” (black box) da IA (Crawford, 2021; Floridi, 2020). Nessa
nova ecologia cognitiva, o pesquisador usa ferramentas em um processo
de coexisténcia com sistemas de raciocinio automatizado, o que torna a
transparéncia uma condi¢éio ontoldégica da prdépria ciéncia.

Floridi (2022) propde que a ética da IA deve ser guiada pela “respon-
sabilidade proporcional”, principio que reconhece os limites da previsibilidade
e do controle humano sobre sistemas complexos. Assim, a transparéncia cien-
tifica precisa ser reinterpretada como um processo de mediagdo reflexiva e
continua e néo exclusivamente como o registro do uso de uma ferramenta.
Essa perspectiva se alinha & nogdio de “ética relacional” de Birhane (2021),
que destaca que a interagdio entre humanos e algoritmos deve ser compre-
endida em termos de influéncia mutua e coautoria cognitiva, demandando
que o pesquisador revele como a tecnologia afetou o raciocinio, o método
e ainterpretagdo dos resultados. Dessa forma, o principio da transparéncia
ndo se reduz a um dever administrativo, mas se transforma em um ato de in-
tegridade epistémica — um compromisso ativo com areconstrugdo racional
e publica do percurso cognitivo que levou & descoberta cientifica.

Para operacionalizar essa vis@o, este guia adota um modelo meto-
doldgico tridimensional de transparéncia. O primeiro nivel é a transparéncia
instrumental, que exige a descrigdo das ferramentas e versdes de GenlA
utilizadas, suas configuragdes e eventuais plugins, conforme as diretrizes
editoriais de Elsevier (2024a) e SAGE Publishing (2023a). Essa etapa garante a
rastreabilidade técnica minima, essencial para a reprodutibilidade. O segun-
do nivel & a transparéncia processual, que detalha o modo de uso, a extenséio
daintervengdo humana e os tipos de tarefas em que a lA foi empregada (por
exemplo, apoio & revis@io textual, sumarizacdo de literatura ou estruturacdo
de argumentos), conforme recomendacdes de Tang et al. (2024) e Yin et al.
(2025). O terceiro nivel, a transparéncia interpretativa constitui o nivel mais
elevado, exigindo que o pesquisador explicite como o uso da IA influenciou
suas decisdes metodoldgicas, suas inferéncias e a construgdo de significa-
dos. Essa camada, defendida por Crawford (2021) e Floridi (2020), € essencial

Revista de Ciéncias da Administragdo, Floriandépolis, v. 27, n. 67, p. 1-54, 2025
Universidade Federal de Santa Catarina. ISSN 2175-8077



Janaina Gularte Cardoso - Igor de Jesus Lobato Pompeu Gammarano

Guia para o uso ético e responsdvel da inteligéncia artificial generativa no @mbito académico

para distinguir o pensamento humano reflexivo da geragdo algoritmica de
padrdes, preservando o cardter critico e autdbnomo da ciéncia.

A seguir, a Tabela 4 - Estrutura Metodolégica do Modelo Tridimen-
sional de Transparéncia apresenta os trés niveis que compdem o arcabougo
proposto: transparéncia instrumental, transparéncia processual e transpa-
réncia interpretativa. Cada nivel € descrito em suas dimensdes tedricas, ope-
racionais e éticas, permitindo sua aplicagdéo prdtica em pesquisas cientificas
e publicagdes académicas.

Tabela 4

Estrutura Metodoldégica do Modelo Tridimensional de Transparéncia

Nivel de
Transparéncia

1. Transparéncia
Instrumental

Definigdo Conceitual

Consiste na explici-
tagdo detalhada dos
aspectos técnicos
da GenlA utilizada:
ferramenta, versdo,
configuragdes,
prompts e plugins.

Objetivo
Metodolégico

Garantir rastreabilida-
de técnica e reprodu-
tibilidade metodolo-
gica dos resultados
produzidos com apoio
de GenlA.

Procedimentos de
Implementagéo

Insergdo de segdo es-
pecifica nos relatérios
ou artigos informan-
do a plataforma
utilizada, a data da
interagdo, paréime-
tros e limitagdes
técnicas do sistema
(Elsevier, 2024a; SAGE
Publishing, 2023a).

Critérios Eticos e
Epistemolégicos

Etica da rastreabilida-
de e da verificabili-
dade: assegura que a
produgédo cientifica
seja auditavel e fiel &
pratica declarada.

Resultados Esperados

Transparéncia técnica
completa; padroniza-
cdo institucional de
registros; confianga
ampliada entre pes-
quisadores, revisores e
leitores.

2. Transparéncia
Processual

Relata o modo de uso
da GenlA, detalhan-
do o tipo de tarefa
desempenhada, a na-
tureza da intervengéo
humana e a propor-
¢do da contribuigcéo
algoritmica.

Explicitar como a

IA foi integrada ao
processo de pesquisa,
distinguindo apoio
instrumental de inter-
feréncia analitica.

Descrever as etapas
em que a GenlA foi
aplicada (revisédo
textual, sumarizagdo,
organizagdo de argu-
mentos, etc.); declarar
a extensdo do uso e

o grau de supervisdo
humana (Tang et al.,
2024; Yin et al., 2025).

Etica da responsabili-
dade compartilhada:
o pesquisador assume
o papel de curador
do processo, ndo de
mero operador da IA.

Refor¢o da auto-
nomia humana e
clareza metodolégica;
delimitagdo objetiva
entre autoria humana
e contribuigdio auto-
matizada.

3. Transparéncia
Interpretativa

Representa o nivel
mais avangado: exige
areflexdo critica
sobre o impacto da
GenlA nas decisdes
metodoldgicas, anali-
ticas e interpretativas
do pesquisador.

Preservar o juizo
reflexivo e a autoria
cognitiva humana
diante da automagéo
algoritmica.

Incluir segéio refle-
Xiva nos relatorios,
descrevendo como a
IA influenciou a inter-
pretagdo dos dados,
o raciocinio tedrico e
a construgdo de sig-
nificados (Crawford,
2021; Floridi, 2020).

Etica da autoria e

da reflexividade:
reconhece a |lA como
instrumento de
mediagdo cognitiva,
mas reafirma o pes-
quisador como sujeito
epistémico autébnomo.

Desenvolvimento da
consciéncia critica
sobre o papel da IA;
fortalecimento da
autoria intelectual e
do pensamento cien-
tifico autébnomo.

Esse modelo tridimensional consolida uma viséo gradual e evolutiva da trans-
paréncia, permitindo que pesquisadores, revisores e instituigcdes identifiquem,
documentem e interpretem o papel da GenlA com preciséo e responsabili-
dade. Ao combinar rastreabilidade técnica, responsabilidade processual e
reflexdo interpretativa, o guia propde uma ética expandida da informagdo,
em que o uso da |A se converte em prdtica cognitiva consciente e em com-
promisso epistémico com a verdade cientifica.

Ao reconhecer aimpossibilidade de uma transparéncia total diante
de modelos proprietdrios e bancos de dados fechados — como ChatGPT, Ge-
mini, Claude, Grok, Mistral, Lhama, Manus, Deepseek ou Copilot —, busca-se
adotar o conceito de transparéncia mitigada, inspirado em Floridi (2020) e
Radanliev (2025). Essa abordagem reconhece que a opacidade técnica néio
elimina a responsabilidade, mas desloca-a para o campo da explicagéo con-
textual e da responsabilidade epistemoldgica. Em vez de exigir um acesso
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impossivel ao cédigo ou as bases de treinamento, exige-se do pesquisador
a explicitagdo honesta dos limites de rastreabilidade e a justificativa de
suas decisdes metodoldgicas & luz dessas limitagdes. Essa prdtica evita o
que Crawford (2021) denomina “ilusdo de transparéncia” — a aparéncia
formal de completude documental sem correspondéncia cognitiva. Assim,
a honestidade epistémica passa a ser o nucleo ético da transparéncia cien-
tifica, substituindo o ideal de controle total pelo ideal de responsabilidade
proporcional.

O desenho metodoldgico proposto também integra a transparén-
cia com os marcos internacionais de ética e governanga da IA, em especial
as recomendagdes da UNESCO (2025b), os Principios da OECD (2023) e as
diretrizes de boas prdticas da ANPAD (2023) e da UFRGS (2023). Esses marcos
convergem para uma viséilo em que transparéncia, justi¢a e responsabilidade
formam um tri@ingulo de integridade cientifica. Conforme Floridi e Cowls
(2022), a transparéncia sé tem sentido quando acoplada a explicabilida-
de — a capacidade de o pesquisador tornar compreensiveis 0s processos e
decisdes algoritmicas que influenciaram seu trabalho. Assim, mais do que
abrir a “caixa-preta”, trata-se de construir pontes entre o raciocinio huma-
no e o funcionamento técnico dos sistemas generativos, promovendo uma
epistemologia da corresponsabilidade.

Em termos prdticos, propde-se a criagdio de um quadro de referéncia
intitulado “Niveis de Transparéncia na Pesquisa com GENIA”, contendo defini-
cdes e exemplos para cada um dos trés niveis mencionados. Por exemplo: na
transparéncia instrumental, deve-se registrar o uso do ChatGPT 4.0, verséo
de abrilde 2025, com par@metros de temperatura e contexto especificados;
na transparéncia processual, o pesquisador deve indicar que o modelo foi
usado pararevisar a coeréncia textual e sugerir estruturas de argumentagdo;
e na transparéncia interpretativa, deve explicar de que modo as sugestdes
do modelo influenciaram a formulagdo final do argumento ou a selegéo de
referéncias. Essa padronizagdo metodoldgica, conforme recomendam Linder
et al. (2025) e Resnik e Hosseini (2025), fortalece a rastreabilidade cognitiva
e cria condigdes para auditorias académicas consistentes.

No entanto, a responsabilidade pela transparéncia ndo pode ser
individualizada apenas no autor. Inspirando-se nas prdticas de governanga
corporativa (IBGC, 2023) e nas recomendacdes da UFSC (2024) sobre integri-
dade cientifica, este guia introduz o conceito de Governanga Institucional
da Transparéncia. Propde-se que as universidades mantenham repositoérios
oficiais de declaragdes de uso de GenlA, auditaveis pelas comissdes de
ética e pelos programas de poés-graduagdo, assegurando coeréncia entre
0 uso declarado e o produto final. Orientadores e avaliadores devem veri-
ficar a aderéncia das praticas declaradas das politicas editoriais (Emerald
Publishing, 2023b; Springer Nature, 2024), e as comissdes institucionais devem
atuar preventivamente na capacitagdo e monitoramento do uso ético de |A.
Assim, a transparéncia deixa de ser uma obrigagdo privada e se torna uma
responsabilidade compartilhada, integrando autores, instituicdes, periddicos
e organismos reguladores.

Epistemologicamente, esse modelo reformula o principio de trans-
paréncia como uma prdtica reflexiva, situada entre a técnica e a moral, que
visa restaurar a inteligibilidade da ciéncia em um contexto de automagédo
crescente. Floridi (2020) e Feenberg (2017) lembram que a tecnologia nunca
é neutra, mas carrega valores e decisdes humanas e corporativas embutidas
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em sua arquitetura. Reconhecer isso é o primeiro passo para transformar a
transparéncia de um ritual burocrdtico em uma pedagogia da razdo: uma
forma de ensinar e praticar a ciéncia com lucidez diante da opacidade al-
goritmica. Dessa forma, busca-se estabelecer um modelo de transparéncia
epistemoldgica adaptada & era da IA, no qual o pesquisador revela — de
modo honesto, critico e verificdvel — como o didlogo entre humano e md-
quina se inscreve na génese do conhecimento cientifico.

Integridade Cientifica e Responsabilidade Individual

A integridade cientifica, no contexto da pesquisa mediada por GenlA deve
ser compreendida como um principio epistemoldgico que articula honesti-
dade, rastreabilidade, consisténcia metodoldgica e responsabilidade comu-
nicativa (Bouter et al., 2022; Resnik & Hosseini, 2025). Esses quatro elementos
constituem a base que sustenta a confianga na ciéncia e garantem a verifi-
cabilidade do conhecimento. Quando aplicados & pesquisa assistida por IA,
eles ultrapassam a dimensdo moral e tornam-se uma estrutura de controle
cognitivo e ético, assegurando que o uso da tecnologia preserve o rigor do
meétodo cientifico e a autenticidade das interpreta¢gdes humanas. Assim, a
integridade néo se define somente como uma virtude individual, mas um
pilar da epistemologia contempordnea, essencial para validar a produgéo
de conhecimento emuma era caracterizada pelaintermediacéo algoritmica
(Floridi, 2022; Arar et al., 2025).

Nesse cendrio, emerge o conceito de curadoria critica, entendido
como um processo hermenéutico e reflexivo de validagéo ética e epistemo-
ldgica do contelddo gerado por GenlA. A curadoria criticaimplica examinar a
coeréncia conceitual do material produzido com o estado da arte, conferir a
origem e a legitimidade dos dados utilizados e avaliar as implicacdes éticas e
interpretativas do raciocinio algoritmico (Birhane, 2021; Sampaio et al., 2025).
Tal pratica ndo se limita a uma revisdo textual ou técnica: trata-se de umato
de responsabilidade cientifica em que o pesquisador atua como mediador
entre aracionalidade humana e o raciocinio automatizado, exercendo uma
leitura critica capaz de identificar vieses, inconsisténcias e possiveis “aluci-
nagoes” produzidas pelos modelos (Forster & Skop, 2025; Bender et al., 2021). A
curadoria critica, portanto, deve ser reconhecida como parte integrante do
método cientifico na era da cognig¢dio assistida, assegurando que a mdquina
complemente — e ndo substitua — ainterpretagdo e o julgamento humano.

A integridade cientifica, entretanto, ndo pode ser garantida ex-
clusivamente pela agdo individual do pesquisador. Ela exige uma estrutura
de responsabilidade institucional e coletiva, na qual universidades, revistas
e comités de ética compartilhem o dever de garantir a rastreabilidade e a
conformidade das prdticas cientificas com as normas éticas estabelecidas.
Conforme defendem o IBGC (2023) e a UNESCO (2025b), a governanga éti-
ca deve envolver mecanismos de supervisdo e auditoria que certifiquem a
veracidade das declaragdes de uso de |A, a coeréncia entre o método e o
conteudo final e o cumprimento das diretrizes institucionais (UFMG, 2023;
UFSC, 2024). Os orientadores devem validar a consisténcia do uso declarado
da GenlA, enquanto os comités de ética precisam fiscalizar a aderéncia dos
procedimentos aos coédigos de integridade cientifica. Esse modelo reforga a
concepgdio de que aintegridade € um bem publico e coletivo, dependente
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de uma cultura de confianga e corresponsabilidade (Floridi & Cowls, 2022;
Arar et al., 2025).

Para reduzir ambiguidades e prevenir condutas inadequadas, o
guia propde a criagdio do pardmetro intitulado “Zonas de Risco Etico e Epis-
temoldgico no Uso da GENIA”, composto por trés niveis de classificagdo: uso
aceitdvel, voltado a tarefas auxiliares como revis@o gramatical, formatagdo
e verificagdo de referéncias; uso sensivel, relacionado & sintese de dados,
elaboragdio de resumos ou formulagcdo de argumentos secunddrios; € uso
inaceitdvel, correspondente & geragdo de resultados empiricos, hipdteses,
andlises ou segdes metodoldgicas. Essa gradagéio permite que pesquisado-
res, revisores e instituicdes reconhegcam os limites da autonomia cognitiva
delegada & maquina, prevenindo riscos de apropriagdo indevida de autoria
e distor¢do epistemoldgica (Cheng et al., 2025; Hanafi et al., 2025). Ao cate-
gorizar os diferentes graus de sensibilidade do uso da IA, o guia transforma
a ética em uma ferramenta prdatica de orientagdio e decisdo cientifica.

A seguir apresenta-se a Tabela 5 - Zonas de Risco Etico e Epistemol-
gico no Uso da GenlA, estruturada para servir como instrumento pedagdgico,
normativo e reflexivo no contexto da pesquisa cientifica. Ela oferece critérios
claros de uso aceitdvel, sensivel e inaceitdvel, alinhados as recomendagdes
de Cheng et al. (2025), Hanafi et al. (2025), Floridi (2022), Resnik & Hosseini
(2025) e Sampaio et al. (2025), visando orientar pesquisadores, revisores e
instituicées quanto & aplicagcdo ética e epistemologicamente legitima da
GenlA nos processos de investigacdio, redagdo, reviséo e publicagdo cientifica.
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Tabela 5

Zonas de Risco Etico e Epistemoldgico no Uso da GENIA em Pesquisa Cientifica

Nivel de Risco

Descrigdo Geral

Exemplos de Uso

Condigoes de
Legitimidade Eticae
Epistemolégica

Riscos Associados

Recomendagées e
Medidas de Mitigagéo

1. Uso Aceitavel
(Baixo Risco)

Refere-se & aplica-
¢do da GENIA em
tarefas puramente
instrumentaise ndo
cognitivas, nas quais
a tecnologia apoia
a comunicagdo
cientifica, sem intervir
no raciocinio, nos
resultados ou nas
interpretagdes do
pesquisador.

B Revisdo ortogrdafi-
ca e gramatical;

B Padronizagdo de
citagdes e referén-
cias;

B Tradugdo literal ou
técnica de trechos;

B Reformulagéio de
estrutura textual sem
alteragdio de sentido;
B Sugestdes de
clareza e coeséio
linguistica.

B O pesquisador
mantém total autoria
e discernimento sobre
o conteudo.

B A ferramenta atua
como apoio técnico,
sem introduzir ideias,
dados ou argumentos
inéditos.

B Deve haver
declaragéo explicita
do uso, indicando a
natureza e finalidade
daintervencdo (Else-
vier, 2024a; Springer
Nature, 2024).

B Dependéncia
tecnolégica excessiva
na redagdo.

B Erros sutis de
tradugdo ou padro-
nizagdo.

B Monitorar o grau
de automatizagédo

e garantir revisGo
humana final.

B Declarar o uso nas
segbes de metodo-
logia ou agradeci-
mentos.

2.Uso Sensivel
(Risco Moderado)

Refere-se ao emprego
da GENIA em etapas
cognitivas auxiliares,
em que a maquina
participa do processo
de construgdio textual
ou argumentativa,
mas sem substituir o
raciocinio cientifico
humano.

B Sintese de dados
secunddrios j& publi-
cados;

B Geragdo de resu-
mos de literatura;

B Formulagdo de
estruturas argumen-
tativas ou perguntas
exploratorias;

B Apoio na cons-
trugdo de titulos,
resumos e palavras-
-chave;

B Sugestdes de
organizagdo légica de
segdes.

B O pesquisador
deve exercer cura-
doria critica ativa,
validando cada infor-
magdo produzida.

B Exige verificagéo
de coeréncia com

o estado da arte,
rastreabilidade de
fontes e adequacdo
conceitual (Birhane,
2021; Bouter et al.,
2022).

m E obrigatéria a
declaragéo deta-
lhada sobre o tipo

e extensdo do uso,
conforme diretrizes
da UNESCO (20250a) e
ANPAD (2023).

B Risco de aluci-
nagdo de dados,
reproducdio de vieses
ou interferéncia na
originalidade inte-
lectual.

B Possibilidade de
distorgdo interpre-
tativade conceitos
cientificos.

B |Implementar pro-
tocolos de verificagdo
cruzada de fontes e
registro das intera-
coes com a GENIA.

B Manter registros
auditaveis (logs,
prompts) para fins de
rastreabilidade.

B Revisdo critica
obrigatdria pelo orien-
tador ou coautor.

3. Uso Inaceitavel
(Alto Risco)

Envolve o uso da
GENIA em atividades
intelectualmente au-
ténomas ou empiricas,
em que a tecnologia
substitui o papel

do pesquisador na
geragdo, interpreta-
cdio ou validagdio do
conhecimento.

B Geragdo de
resultados empiricos
inexistentes (“dados
sintéticos” sem base
real);

B Criagdo de hipo-
teses, andlises esta-
tisticas ou inferéncias
automadticas;

B Elaboragdo de
discussdes ou conclu-
sdes sem fundamen-
tagdo bibliografica
humana;

B Escritaintegral de
segbes metodologi-
cas ou de resultados;
B Simulagéo de au-
tores ou falsificagdo
de citagdes.

B Proibido em qual-
quer circunstancia.

B Viola os principios
de autoria humana,
rastreabilidade e con-
fiabilidade cientifica
(Floridi, 2020; Lund et
al,, 2023).

B N&o hd mitigagdo
possivel por decla-
ragdio posterior, pois
configura distorgéio
epistemolégica e mé
conduta cientifica.

B Fraude cientifica,
pldgio algoritmico,
violagdo de integrida-
de de dados.

B Risco de invalida-
cdio de resultados

e retratagdo de
publicagdes.

B Aplicagdo de
sangdes institucionais
e disciplinares (UFSC,
2024).

B Revisdo ética
obrigatdria e bloqueio
de submissées com
indicios de geragdo
automatizada de
contetdo.

B Implementagdo de
sistemas de detecgéio
de IA em periodicos
(Resnik & Hosseini,
2025; Elsevier, 2024b).

A Tabela 5 propde uma escala ética operacional, que transforma principios
abstratos de integridade em critérios de avaliagdo prdtica. O nivel aceitavel
representa a interagd@o entre humano e mdquina sob dominio consciente e
supervisdo epistémica; o nivel sensivel demanda julgamento critico e rastre-
abilidade; e o nivel inaceitdvel marca a fronteira da autoria humana e da
legitimidade cientifica.
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Essa classificacdo deve ser incorporada em planos de ensino, pro-
gramas de pds-graduagdo e comissdes de ética, orientando o pesquisador
quanto co limite entre a assisténcia cognitiva legitima e a delegagdo inde-
vida de autoria e raciocinio. Conforme indicam Floridi (2022) e Sampaio et al.
(2025), a educacdo ética sobre |IA é uma pratica de autogoverno intelectual
que garante a conformidade normativa e o fortalecimento da consciéncia
epistemoldgica no fazer cientifico.

A integridade também deve abranger o processo de revis@o ética
comapoio de GenlA, em que revisores sdo convidados a adotar boas prdticas
de transparéncia e responsabilidade intelectual. Nesse contexto, a IA pode
ser utilizada de modo auxiliar — por exemplo, para estruturar feedbacks
ou verificar coeréncia textual — desde que haja registro explicito do uso e
responsabilizagdo integral do revisor pelo contelddo final (BaHammam, 2025;
Ebadi et al., 2025). Essa prdtica promove uma cultura de integridade que evita
vieses algoritmicos e preserva o cardter humano e independente da reviséo
por pares. Assim, a revis@o ética com GenlA deve seguir trés principios: uso
limitado e contextualizado, transparéncia declarativa e responsabilidade
pessoal, conforme reforcam as politicas de editoras como Elsevier (2024b)
e Springer Nature (2024).

E imprescindivel reconhecer e prever condutas inadequadas e
medidas disciplinares em casos de uso indevido da GenlA. A omisséo na
declaragdo de uso, a falsificagdo de autoria, a criagdéio de resultados inexis-
tentes ou a auséncia de curadoria critica configuram md conduta cientifica,
passivel de sangdes institucionais as diretrizes da ANPAD (2023). A existéncia
de mecanismos de responsabilizagdéo reforga a coeréncia entre os principios
e a pratica da ética cientifica, reafirmando a confianga publica na ciéncia.
Em perspectiva epistemoldgica, essa responsabilizagéio néo deve ser vista
como mera puni¢éio, mas como parte da autorregulagéo racional do cam-
po cientifico, que busca equilibrar inovagdo tecnoldgica, prudéncia moral
e compromisso com a verdade (Floridi, 2020; Steneck, 2003). Dessa forma, a
integridade cientifica na era da GenlA transforma-se em uma prdtica cog-
nitiva e institucional de preservagdo da racionalidade e da credibilidade da
ciéncia, guiando pesquisadores e instituigdes rumo a um uso ético, eficaz
e epistemologicamente responsdvel da inteligéncia artificial na pesquisa
cientifica.

Privacidade, Etica em Pesquisa e Conformidade Legal

A protegdo de dados pessoais e a privacidade dos sujeitos de pesquisa séo
pilares fundamentais da integridade cientifica na era GenlA. A Lei Geral de
Protec¢dio de Dados Pessoais (Lei n° 13.709/2018 — LGPD) estabelece principios
estruturantes que devem orientar toda e qualquer forma de tratamento
de dados em pesquisa académica. Entre eles, destacam-se: finalidade,
necessidade, seguranca e transparéncia, que configuram o nucleo ético e
juridico da governang¢a de dados no Brasil. O principio da finalidade impde
que o tratamento de dados ocorra para propdsitos legitimos, explicitos e
informados ao titular, de modo compativel com o contexto da pesquisa; o
da necessidade exige que o0 uso se restrinja ao minimo indispensavel para
o alcance dos objetivos cientificos; o da seguranga demanda a adogdo de
medidas técnicas e administrativas que previnam acessos ndo autorizados,
vazamentos e manipulagdes indevidas; e o da transparéncia obriga & co-
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Tabela 6

municagdo clara e acessivel sobre o modo e a extenséo do tratamento de
dados (LGPD, 2018; Radanliev, 2025). A observancia desses principios deve
permear todas as etapas do ciclo de pesquisa — da coleta e processamento
a andlise e arquivamento — especialmente quando mediadas por sistemas
de IA, cuja arquitetura algoritmica frequentemente envolve fluxos opacos
e massivos de informacdo (Floridi, 2022; Crawford, 2021).

A seguir, a Tabela 6 — Estrutura Metodoldgica de Protegéo de Dados
e Privacidade na Pesquisa com GenlA, sistematiza cada principio da LGPD
em seis dimensdes analiticas — definigdo conceitual, objetivo metodolégico
aplicagdes prdticas, critérios ético-epistemoldgicos, riscos e boas prdticas
— para orientar pesquisadores, comités de ética e institui¢cdes académicas.

Estrutura Metodoldgica de Protegcdo de Dados e Privacidade na Pesquisa com GenlA

Principio da LGPD

1. Finalidade

Definigdo Conceitual

O tratamento de da-
dos deve ocorrer para
fins legitimos, espe-
cificos e informados,
compativeis com os
objetivos cientificos
declarados.

Objetivo
Metodolégico

Garantir a coeréncia
entre o propdsito

da pesquisa e o uso
dos dados pessoais,
evitando desvios de
finalidade.

Aplicagdes Praticas
na Pesquisa com
GenlA

Formular termos de

consentimento claros;

indicar, nos projetos e
relatorios, o propdsito
exato de cada etapa
do uso de dados;
definir a justificativa
cientifica de coleta.

Critérios Etico-
Epistemolégicos

Etica da intenciona-
lidade e da transpa-
réncia: o pesquisador
deve declarar a
fungdo cientifica de
cada dado proces-
sado, respeitando a
autonomia do titular.

Riscos, Desafios
e Boas Praticas
Recomendadas

Riscos: uso indevido
ou secunddrio dos
dados; reidentifica-
¢do indevida. Boas
prdticas: validagdo
de protocolos éticos;
supervisdo por Co-
mités de Etica em
Pesquisa (CEP).

2. Necessidade

Determina que ape-
nas os dados estrita-
mente indispensdveis
ao cumprimento dos
objetivos cientificos
sejam tratados.

Minimizar a coleta e
o armazenamento
de dados pessoais,
reduzindo vulnerabi-
lidades e exposi¢éio
desnecessdria.

Aplicar técnicas de
data minimization;
anonimizar ou pseu-
donimizar informa-
Goes; excluir dados

supérfluos apds o uso.

Etica da propor-
cionalidade e do
respeito ao sujeito:

o pesquisador deve
avaliar a relagéo
custo-beneficio ético
entre quantidade de
dados e necessidade
cientifica.

Riscos: coleta exces-
siva; uso generalizado
sem propodsito defi-
nido. Boas prdticas:
revisdo periédica

de bases de dados;
auditorias internas de
adequagdo.

3. Seguranga

Exige medidas técni-
cas e administrativas
para proteger dados
contra acessos nédo
autorizados, vaza-
mentos, destruigdo ou
alteragdo indevida.

Prevenir vulnerabili-
dades tecnolégicas e
assegurar a confiden-
cialidade dos dados
processados por
sistemas de GenlA.

Implementar cripto-
grafia, autenticagdo
multifatorial, controle
de acessos e arma-
zenamento seguro;
monitorar logs de uso
dalA.

Etica da precau-

cdlo tecnolégica: a
seguranga é parte da
integridade cientifica,
e ndo mero requisito
técnico.

Riscos: vazamentos,
ataques cibernéticos,
perda de dados sen-
siveis. Boas prdticas:
uso de servidores
institucionais seguros;
conformidade com
normas ISO 27001;
auditorias regulares
de ciberseguranga.

4. Transparéncia

O titular deve ser
informado, de forma
clara e acessivel, so-
bre o modo, o tempo
e afinalidade do
tratamento de seus
dados.

Assegurar rastrea-
bilidade e comuni-
cacgdo ética com os
participantes e pares
cientificos.

Inserir segdes de
“transparéncia e

uso de GenlA” em

relatdrios, artigos

e TCLEs; explicitar

algoritmos, fluxos de

dados e ferramentas

empregadas.

Etica da accounta-
bility e da confianga
publica: a comunica-
cdo aberta fortalece
a legitimidade da
pesquisa e o controle
social da ciéncia.

Riscos: opacidade
algoritmica, desinfor-
magdo e manipu-
lagdio de consenti-
mento. Boas prdticas:
relatdrios publicos de
transparéncia, regis-
tros em repositérios
institucionais, e comu-
nicagdo acessivel ao
publico leigo.

RICIA

A adocgdo sistemdtica desses principios fortalece a governanga ética de
dados em contextos mediado por GenlA, onde a fronteira entre informagéo
pessoal e informagdo inferida tende a se diluir. Cada principio da LGPD atua

como um vetor de equilibrio entre inovagdo tecnoldgica e protegéio da digni-
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dade humana, assegurando que a automagdo cognitiva nédo comprometa
o valor moral e juridico do sujeito de pesquisa.

Desse modo, a prdtica cientifica contempordinea deve reconhecer
que aintegridade ética da pesquisa depende tanto da precisdo metodoldgi-
ca quanto da protegdo informacional. Aimplementagdo de mecanismos de
consentimento informado, controle de acesso e auditoria de algoritmos ndo
apenas cumpre exigéncias legais, mas reafirma o compromisso da comuni-
dade académica com a ciéncia aberta, segura e socialmente responsavel.

O alinhamento entre a LGPD e as normas éticas complementares
é indispensdvel para assegurar a coeréncia entre inovagéo tecnoldégica
e responsabilidade social. A Resolugdo CNS n° 510/2016 regula a ética em
pesquisas nas ciéncias humanas e sociais, determinando que o uso de da-
dos pessoais, inclusive em ambientes digitais, deve respeitar a autonomia
dos participantes, a confidencialidade das informagdes e o consentimento
livre e esclarecido. Jd a Resolugdo CNE/CES n° 7/2018 refor¢ca a dimensdo da
responsabilidade social e da extensdio ética da pesquisa, exigindo que toda
prdtica cientifica considere seu impacto sobre a coletividade e o meio am-
biente. De forma complementar, o Marco Civilda Internet (Lei n° 12.965/2014)
introduz os principios da neutralidade da rede, privacidade e protegdo de
dados pessoais, consolidando um arcabougo legal que deve orientar a
atuagdo ética de pesquisadores e instituicdes no ambiente digital. Assim, a
conformidade com essas normas ndo se configura estritamente como um
requisito formal, mas um compromisso epistemolégico com a produgdio de
conhecimento responsdvel e transparente (UNESCO, 2025b; OECD, 2023).

A seguir, apresenta-se a Tabela 7 - Integracéo Etico-Normativa
entre LGPD e Diretrizes de Pesquisa: Estrutura Metodolégica Aplicada, que
sintetiza os principais instrumentos regulatoérios, seus objetivos, principios
orientadores, implicacdes metodoldgicas e boas prdticas associadas & pes-
quisa cientifica responsdvel.
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Tabela 7

Integracéo Etico-Normativa entre LGPD e Diretrizes de Pesquisa: Estrutura Metodolégica Aplicada

Instrumento

Normativo

Defini¢do e Escopo
Juridico

Principios
Orientadores

Objetivos
Metodolégicos e
Aplicagdes Praticas

Critérios Etico-
Epistemolégicos

Desafios e Boas
Praticas de
Conformidade

Lei n° 13.709/2018 -
LGPD

Lei federal que regula
o tratamento de
dados pessoais em
meios fisicos e digitais,
aplicavel também a
pesquisa cientifica.

Finalidade, necessida-
de, seguranga, trans-
paréncia e prevengdo
(LGPD, 2018).

Garantir o tratamento
ético e responsdvel
de dados pessoais;
elaborar planos de
gestdo de dados e
relatdrios de impacto;
adotar anonimizagéo
e consentimento
informado.

Etica da protegéio
informacional e da
rastreabilidade cog-
nitiva: o pesquisador
& corresponsdvel pela
integridade dos da-
dos e pela seguranca
algoritmica.

Desafios: opacidade
de fluxos de dados e
reidentificagdo; Boas
prdticas: consen-
timento explicito,

uso de repositorios
seguros, registro de
tratamento de dados.

Resolugdo CNS
n° 510/2016

Regula a ética

em pesquisas nas
ciéncias humanas e
socidais, inclusive em
ambientes digitais.

Autonomia, dignidade,
confidencialidade,
consentimento livre e
esclarecido.

Garantir o respeito
aos participantes;
revisar metodologias
de coleta e armaze-
namento; documen-
tar o processo de
consentimento e
anonimizagdo.

Etica da autonomia e
da confidencialidade:
assegurar que o par-
ticipante mantenha
controle e clareza
sobre o uso de suas
informagdes.

Desafios: delimitar o
que é dado publico vs.
sensivel; Boas prati-
cas: revisdo ética por
comités (CEP/CONEP),
formagdio em bioética
digital.

Resolugdo
CNE/CES r° 7/2018

Define diretrizes
para a extenséo
universitdria e para o
compromisso ético e
social da pesquisa.

Responsabilidade so-
cial, impacto coletivo,
sustentabilidade e
formacgdo cidada.

Promover pesquisas
que contribuam para
o bem publico; avaliar
riscos e beneficios
sociais e ambientais
das tecnologias
aplicadas.

Etica da respon-
sabilidade social e
ecolégica: o conhe-
cimento deve gerar
valor humano, social e
ambiental.

Desafios: medir
impactos sociais
indiretos da IA; Boas
praticas: relatdrios de
impacto ético-social
e integragéo com
politicas de sustenta-
bilidade.

Lei n°12.965/2014
- Marco Civilda
Internet

Estabelece principios,
garantias, direitos e
deveres para o uso da
internet no Brasil.

Privacidade, protegdo
de dados pessoais,
neutralidade da

rede, liberdade de
expressdo.

Regular o uso de
informagdes em
pesquisas digitais;
definir obrigagdes

de provedores e
pesquisadores quanto
A transparéncia de
uso de plataformas e
algoritmos.

Etica da governanga
informacional: asse-
gura que a pesquisa
digital respeite direi-
tos fundamentais e
liberdade cognitiva.

Desafios: dependén-
cia de plataformas
privadas e opacidade
algoritmica; Boas pra-
ticas: uso de softwa-
res livres, protocolos
abertos e auditoria
independente.

UNESCO (2025b) -
Recomendagdo sobre
EticadalA

Marco global para o
uso ético de IA, reco-
nhecido pela ONU.

Beneficéncia, justiga,
transparéncia,
responsabilidade e
explicabilidade.

Orientar politicas
institucionais e proto-
colos éticos no uso de
GenlA na pesquisa.

Etica global da IA:
equilibrio entre ino-
vagdo e protegdo de
direitos humanos.

Desafios: harmoni-
zagdo internacional;
Boas prdticas: adesdio
a codigos de ética
institucionais e moni-
toramento continuo.

OECD (2023) - Princi-
pios de IA Responsavel

Diretrizes internacio-
nais para politicas e

governanga da IA em
pesquisa e inovagdo.

Transparéncia, robus-
tez, responsabilidade

e seguranga de dados.

Fomentar boas
praticas de desen-
volvimento e uso
responsdvel de IA em
contextos cientificos.

Etica da confiabili-
dade tecnolégica: 1A
deve ser auditdavel,
justa e explicavel.

Desafios: interopera-
bilidade entre legisla-
c¢oes; Boas prdticas:
certificacdio ética de
projetos, integragéio
com compliance
institucional.

A articulag@o entre esses instrumentos normativos permite a criagéo de
um ecossistema ético de pesquisa digital, no qual a inovagdo tecnolégica
se submete a principios de justi¢ca, responsabilidade e explicabilidade. Essa
coeréncia normativa fortalece a confianga publica na ciéncia, ao assegu-
rar que os avangos promovidos pela GenlA estejom orientados por valores
humanos universais.

Portanto, mais do que um requisito burocrdtico, a conformidade
com a LGPD, o CNS, o CNE e o Marco Civil da Internet configuram-se como
um imperativo epistemoldgico e moral, no qual a transparéncia, a respon-
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sabilidade e a protegd@o de dados se tornam condi¢gdes essenciais para a
legitimidade do conhecimento cientifico na era da automagdéo cognitiva.

No contexto da pesquisa mediada por GenlA, o uso de ferramentas
generativas deve ser tratado como parte integrante do método cientifico
e, portanto, declarado no processo de submisséio aos Comités de Etica em
Pesquisa (CEPs). Pesquisas que utilizem |IA para manipular, armazenar ou
interpretar dados devem especificar no protocolo ético: a ferramenta utili-
zada, o tipo de dado processado, a natureza do tratamento e as medidas
de mitigacdo de riscos associadas. E obrigatéria a apresentacéo de um con-
sentimento informado ampliado, no qual os participantes sejaom alertados
sobre os potenciais riscos de uso de IA incluindo a possibilidade de inferéncia
automatizada de dados sensiveis e o risco de reidentificagdo, mesmo em
bases anonimizadas (CNS, 2016; ANPAD, 2023). Além disso, os pesquisadores
devem demonstrar dominio técnico e cognitivo sobre as ferramentas empre-
gadas, garantindo que o uso da IA ndo substitua o discernimento humano na
andlise e interpretagdo dos resultados (Hanafi et al.,, 2025; Arar et al., 2025).

A submissdio ética de projetos com GenlA deve incluir um plano de
governanca de dados, contemplando protocolos de armazenamento seguro,
criptografia, anonimizacgéo e rastreabilidade. A anonimizagdo, conforme de-
finido pela LGPD, refere-se & transformagéo dos dados de modo que o titular
ndo possa ser identificado direta ou indiretamente, constituindo salvaguarda
essencial a privacidade. Contudo, quando a GenlA é utilizada para repro-
cessar ou cruzar dados, a anonimizagdio pode ser revertida por inferéncia
algoritmica, exigindo medidas complementares de minimizagdo de risco
e controle institucional (Floridi & Cowls, 2022; Radanliev, 2025). O principio
da minimizagd&o deve orientar todas as decisées de coleta e uso, evitando
o0 acumulo de dados desnecessdrios ou o emprego de modelos de IA cuja
opacidade impega auditorias adequadas. Essa conduta ética, baseadaem
rastreabilidade e contengdo, reduz a probabilidade de violagdes e reforga
a confianga publica na ciéncia digital (Resnik & Hosseini, 2025; Sampaio et
al.,, 2025).

Os Comités de Etica e Integridade Institucional assumem papel
central nesse processo, devendo revisar e avaliar projetos que envolvem
GenlA com base em critérios ampliados de avaliagdio ética e de impacto
social. Além da verificagdo do cumprimento legal, cabe aos comités analisar
a adequagdio epistemoldgica do uso da IA considerando se o tratamento
automatizado de dados respeita a natureza e os limites da pesquisa cienti-
fica. Recomenda-se que universidades e centros de pesquisa mantenham
protocolos internos de conformidade tecnoldgica, que prevejom capacita-
¢do periddica de pesquisadores e orientadores sobre riscos de privacidade,
governanga de dados e uso responsdvel de tecnologias generativas. Assim,
a ética em pesquisa se expande para uma légica de cogni¢cdo coletiva e
corresponsdvel, na qual a privacidade e a protec¢éio de dados séio dimensdes
constitutivas do préprio ato de conhecer (Feenberg, 2017; Lévy, 2010).

A privacidade, nesse contexto, passa a representar uma garantia
de autonomia epistemoldgica, preservando o espago de reflexdo e interpre-
tagcdo humana diante de sistemas cada vez mais preditivos e intrusivos. O
desenvolvimento de uma articulagdo precisa entre os principios da LGPD com
as normas éticas nacionais e internacionais, pode-se assegurar o desenvol-
vimento de uma estrutura de governanga cientifica que combina inovagéo,
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seguranca e responsabilidade — fundamentos indispensdveis para o uso
ético, eficaz e transparente da GenlA na pesquisa académica.

Letramento Digital Critico e Formagao Docente

O letramento digital critico representa uma competéncia central para o
uso ético, reflexivo e emancipatério da GenlA em contextos académicos
e cientificos. Diferentemente do simples dominio técnico, ele constitui um
campo epistemoldgico interdisciplinar que articula trés dimensdes com-
plementares: cognitiva, critica e emancipatdéria (UNESCO, 2023; Batista,
Mesquita & Carnaz, 2024). A dimensdo cognitiva refere-se ao dominio das
linguagens, ferramentas e operagdes envolvidas na interagéio com sistemas
de IA permitindo que docentes e discentes compreendam seus mecanismos e
limitagdes. A dimensdo critica estimula a capacidade de questionar os vieses,
as exclusdes e as ideologias embutidas nos algoritmos, compreendendo que
toda produgéio algoritmica carrega valores humanos e intencionalidades so-
ciotécnicas (Bender et al., 2021; Birhane, 2021). J& a dimensdo emancipatoria
reconhece a tecnologia como meio de ampliagéo da autonomiaintelectual
e de fortalecimento da justi¢a cognitiva, propondo o uso consciente da IA
para democratizar o acesso ao conhecimento e reduzir assimetrias de poder
informacional (Floridi, 2022; Feenberg, 2017).

A construgdo desse letramento demanda compreender que o uso da
GenlA no ensino e na pesquisa ndio € neutro, pois envolve escolhas epistemo-
logicas e politicas que moldam a forma como o conhecimento é produzido e
legitimado. Como argumenta Crawford (2021), os sistemas de IA reproduzem
estruturas de poder e dependem de cadeias invisiveis de dados e trabalho,
tornando essencial o desenvolvimento de uma consciéncia critica sobre suas
condi¢coes de funcionamento e impactos sociais. Nesse sentido, o letramento
digital critico requer que o pesquisador domine a técnica e interrogue as ori-
gens, os limites e as consequéncias da automagdo cognitiva, cultivando uma
postura de vigil@ncia ética e epistémica. Essa perspectiva é reforcada pela
UNESCO (2025a), que propde a formagdo ética e reflexiva como componente
indissocidvel da educagdo digital, de modo que a inovagdo tecnoldgica se
converta em instrumento de equidade e néo de exclusdo.

Do ponto de vista operacional, a promog¢éo do letramento digital cri-
tico deve estar institucionalmente estruturada em trés eixos complementares,
configurando uma Estrutura Propositiva de Formag&o em Letramento Digital
Critico. O Eixo 1 - Formagéio docente interdisciplinar propde integrar ética,
epistemologia e praticas pedagdgicas criticas, capacitando professores para
interpretar, mediar e orientar o uso responsdvel da IA em sala de aula. Essa
formagdio deve combinar atividades tedricas sobre fundamentos ético-epis-
temoldgicos com oficinas prdticas que explorem ferramentas generativas
sob perspectivas pedagodgicas e regulatdrias (Chinoracky & Stalmasekova,
2025; Mikroyannidis et al., 2025). O Eixo 2 - Formagdo discente integrada ao
curriculo sugere a inclus@o de moédulos de IA ética e critica nos componen-
tes curriculares, estimulando a reflexdo sobre autoria, confiabilidade de
fontes e manipulag¢do de dados, conforme orientagdes de instituicdées como
Elsevier (2024b) e UFMG (2023). Enquanto o Eixo 3 - Avaliacdo institucional
continua recomenda a criagdo de indicadores de maturidade digital critica,
medindo a capacidade de docentes e discentes de aplicar principios éticos,
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Tabela 8

epistemoloégicos e sociais na utilizagdio de tecnologias emergentes (UNESCO,
2023; OECD, 2023).

A seguir, apresenta-se a Tabela 8 — Estrutura Propositiva de Forma-
¢do em Letramento Digital Critico: Eixos, Competéncias e Diretrizes Meto-
doldgicas, que sintetiza os componentes estruturantes e aplicdveis dessa

proposta para instituicdes de ensino e pesquisa.

Estrutura Propositiva de Formagdo em Letramento Digital Critico: Eixos, Competéncias e Diretrizes Metodoldgicas

Eixo de Formagéo

Eixo 1- Formagé&o
Docente
Interdisciplinar

Objetivo Central

Capacitar docentes
para compreender,
interpretar e orientar
0 uso ético e pedago-
gico da GenlA.

Contelidos e
Estratégias de
Implementagdo

Integracdo de ofici-
nas praticas sobre
ética, epistemologia
e IA; cursos sobre fun-
damentos técnicos
da GenlA; discusséo
de dilemas éticos em
casos reatis.

Competéncias
Desenvolvidas

Técnica: compreen-
s@o dos mecanismos
de predigdo e gera-
¢do; Critica: andlise
de vieses e limitagdes
cognitivas; Etica: me-
diagdo responsdvel e

reflexdio sobre autoria.

Critérios Etico-
Epistemolégicos

Etica da mediagéo

e da responsabilida-
de pedagdgica: o
professor atua como
curador critico do pro-
cesso tecnoldgico.

Exemplos e
Boas Praticas
Institucionais

Boas prdticas: pro-
gramas interdiscipli-
nares de formagéo
continuada; criagdo
de nucleos de inova-
cdo ética; integragdo
entre departamentos
(ex.: UFMG, 2023).

Eixo 2 - Formagéo
Discente Integrada ao
Curriculo

Desenvolver a
capacidade critica e
ética dos estudantes
no uso da IA como
ferramenta cognitiva
e cientifica.

Inclusé@o de moédulos
sobre ética digital,
confiabilidade
informacional e
autoria académica;
atividades praticas
com GenlA supervisio-
nadas; debates sobre
privacidade e vieses.

Técnica: uso conscien-
te de ferramentas de
IA; Critica: identifica-
cdio de erros epistémi-
cos e “alucinagdes”;
Etica: discernimento
sobre uso legitimo e
transparéncia.

Etica da autoria e da
autonomia cognitiva:
o estudante é res-
ponsavel por validar
e reinterpretar o co-
nhecimento mediado
por IA.

Boas prdticas: discipli-
nas transversais de I1A
ética; uso de rubricas
avaliativas com crité-
rios de integridade di-
gital (Elsevier, 2024b;
UFMG, 2023).

Eixo 3 - Avaliagdo
Institucional
Continua

Monitorar o desen-
volvimento das com-
peténcias criticas e
éticas em docentes e
discentes, promoven-

do melhoria continua.

Criagéo de indica-
dores de maturidade
digital critica; aplica-
¢do de questiondrios,
autoavaliagdes

e observagdo de
prdticas académicas;
auditorias éticas
periddicas.

Técnica: uso seguro
de sistemas; Critica:
avaliagdo reflexiva
sobre impactos
coghnitivos; Etica:
autorregulagéo e
responsabilidade
institucional.

Etica da transparén-
cia e da prestagdo de
contas: a instituigéo
se torna corresponsd-
vel pela integridade

do processo formativo.

Boas prdticas: elabo-
ragdo de relatdrios de
maturidade digital;
politicas institucionais
de IA responsdvel
(UNESCO, 2023; OECD,
2023).

A consolidagéio dessa estrutura exige o desenvolvimento de competéncias
essenciais, que englobam: (i) competéncia técnica, relacionada & com-
preensdo das operagdes de linguagem, predigdo e geragdio de conteudo
da GenlA; (ii)) competéncia critica, voltada a identificagdo de vieses, aluci-
nagdes e distorcdes epistemoldgicas; e (iii) competéncia ética, que envolve
discernimento sobre autoriq, integridade e transparéncia na produc¢do de
conhecimento (Hanafiet al,, 2025; Ganguly et al.,, 2025). A formagdo deve ser
pautada em principios de aprendizagem continua e colaborativa, por meio
de oficinas, grupos de estudo e laboratdrios de experimentagdo, nos quais
os participantes desenvolvam habilidades técnicas, sensibilidade moral e
reflexiva frente aos desafios da automagdo cognitiva (Sampaio, Sabbatini
& Limongi, 2025; Francis, Jones & Smith, 2025).

Conforme apontam Delios, Tung e van Witteloostuijn (2025), a inte-
gracdo ética da GenlA deve preservar o protagonismo humano na formula-
¢do de hipodteses, andlise de resultados e atribuigéo de sentido, evitando a
delegacgdo integral da racionalidade cientifica s mdaquinas. Essa postura
epistémica converge com as reflexdes de Floridi (2020) sobre a “légica da in-
formagdo”, segundo as quais a tecnologia deve ser compreendida como uma
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extensd@o da cogni¢géio humana, e ndo como substituta do julgamento critico.
Assim, o letramento digital critico € também um processo de autodefesa
cognitiva, permitindo que pesquisadores mantenham a autoria intelectual
e aresponsabilidade moral sobre o conhecimento produzido.

Além disso, aimplementagdo eficaz do letramento digital critico de-
manda politicas institucionais e mecanismos avaliativos permanentes, com
indicadores objetivos para monitorar seuimpacto formativo. As universidades
devem estabelecer nucleos interdisciplinares de ética e tecnologia, respon-
sdveis por acompanhar o uso da IA em pesquisas, publicagdes e prdticas
pedagdgicas, garantindo aderéncia as diretrizes de integridade cientifica
e responsabilidade social (ANPAD, 2023). O processo avaliativo deve incluir
instrumentos de autoavaliagdo docente-discente, medigdes de engajamento
reflexivo e indicadores de competéncia digital ética. Dessa forma, o letra-
mento digital critico deixa de ser um conceito abstrato e se transforma em
uma ferramenta prdtica de emancipagdo intelectual e governanga ética
IA consolidando um modelo de ensino e pesquisa capaz de unir inovagéo
tecnoldgica, justica epistémica e responsabilidade social.

Riscos de Alucinagdo e Reprodugdo de Vieses

A compreensdo dos riscos de alucinagdo e reproducdo de vieses nas GenlA &
essencial para garantir o uso ético, confidvel e epistemologicamente sélido
dessas ferramentas em contextos de pesquisa cientifica. O termo alucinagéo
na IA ndo remete & invengdio intencional de dados, mas a um mecanismo
estatistico de inferéncia autdbnoma, inerente & natureza probabilistica dos
modelos de linguagem. Esses sistemas ndio operam com referéncia direta
ao mundo real, mas com base em correlagdes estatisticas entre palavras e
contextos, gerando textos plausiveis, embora ndo necessariacmente verda-
deiros (Bender et al., 2021; Forster & Skop, 2025). Essa natureza ndo referencial
desafia os critérios cldssicos de veracidade, autoria e validagdo cientifica,
exigindo que pesquisadores desenvolvam filtros cognitivos e heuristicos
humanos capazes de distinguir coeréncia linguistica de precisdo factual. A
auséncia dessa mediagdo humana pode resultar em erros epistemoldgicos
graves, distorcendo interpretagdes, conclusdes e até politicas cientificas
derivadas de dados artificiais (Floridi, 2020; Hanafi et al., 2025).

As alucinagdes da GenlA emergem, portanto, como produto de um
modelo de predig¢do linguistica desconectado da realidade empirica, em
que amdquina “completa lacunas” com base em padrdes de probabilidade.
Como destacam Forster e Skop (2025), esse processo néio € um defeito moral,
mas uma consequéncia da préopria arquitetura estatistica da GenlA. Quando
aplicada & pesquisa cientifica, essa légica probabilistica pode induzir a confu-
s@es entre aparéncia e verdade, criando textos coerentes e estruturados, mas
epistemicamente vazios — o que ameaga A integridade do conhecimento
produzido (Bender et al.,, 2021; Delios, Tung & van Witteloostuijn, 2025). Nes-
sa perspectiva, o pesquisador deve agir como mediador critico, consciente
de que a GenlA ndo compreende o conteudo que produz, operando como
uma extensdo instrumental da linguagem humana, e ndo como um sujeito
epistémico auténomo (Floridi, 2022; Feenberg, 2017).

Paralelamente as alucinacgdes, os vieses algoritmicos representam
outra fonte central de risco epistémico e ético na utilizagéo da GenlA. Esses
vieses ndo sdo falhas isoladas, mas reproducdes sociotécnicas de desigual-
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dades estruturais que permeiam os dados, as lédgicas de treinamento e as
interagdes dos usudrios (Crawford, 2021; Birhane, 2021). E possivel distinguir
ao menos quatro tipos principais de viés: viés de dados, quando o modelo é
treinado sobre amostrasincompletas, desatualizadas ou demograficamente
distorcidas; viés de representacdo, relacionado & exclusé@o de grupos sociais,
culturais e epistemoldgicos especificos; viés algoritmico, resultante das
ponderacdes e gjustes de pardmetros que reforcam desigualdades preexis-
tentes; e viés de interagdio, que decorre da influéncia das instrugdes e do
perfil cognitivo do préprio usudrio (Jones, 2025; Narayan, 2025). Essa tipologia
permite compreender que o viés ndo é apenas um problema técnico, mas
uma forma de injustica epistémica e social, na medida em que certos conhe-
cimentos, identidades e perspectivas séo sistematicamente marginalizados
no processo de geragdo textual (Birhane, 2021; Crawford, 2021).

A seguir, apresenta-se a Tabela 9 - Tipologia de Vieses Algoritmicos
e Estratégias de Mitigagdio na Pesquisa com GenlA, que organiza e explica
os quatro tipos principais de vieses, suas causas, efeitos, implicacdes e boas

Tabela 9

prdticas institucionais para seu enfrentamento.

Tipologia de Vieses Algoritmicos e Estratégias de Mitigagdo na Pesquisa com GenlA

Tipo de Viés
Algoritmico

1. Viés de Dados

Definigdao Conceitual

Ocorre quando o
modelo é treina-

do com bases de
dados incompletas,
desatualizadas ou
que ndo representam
adequadamente a
diversidade popula-
cional e contextual.

Causas Estruturais

Coleta seletiva de
dados; auséncia de
atualizagéo temporal;
limitagdo geografica
ou demogrdfica;
exclusdo de linguas

e contextos culturais
minoritdrios.

Implicagdes
Epistémicas e Eticas

Gera distorgdes nos
resultados e compro-
mete a validade cien-
tifica ao reproduzir
desigualdades e invi-
sibilizar determinados
grupos.

Critérios de Mitigagéo
e Monitoramento

Agdes: auditoria
periédica das bases
de dados; integragdo
de fontes multilingues
e multiculturais; cura-
doria ética e inclusiva.

Exemplos Prdticos
e Boas Praticas
Institucionais

Exemplo: modelos de
IA que sub-represen-
tam contextos ama-
zbénicos ou africanos;
Boas prdticas: bancos
de dados abertos
com diversidade

de género, raga e
territorio.

2.Viésde
Representagdo

Refere-se a forma
como determinadas
identidades, culturas
ou epistemologias séio
sub-representadas,
distorcidas ou estere-
otipadas nas saidas
geradas pela IA.

Padrées culturais
hegeménicos incor-
porados aos dados de
treinamento; predo-
mindncia de conteu-
dos eurocéntricos ou
tecnocéntricos.

Afeta a justica cogni-
tiva e a pluralidade de
saberes, reforgando
hierarquias simbdlicas
e exclusdes episté-
micas.

Acdes: inclusdo de
representagdes
culturais diversas;
validagéo interdis-
ciplinar de outputs;
uso de pardmetros
de neutralidade e
equidade.

Exemplo: textos gera-
dos com esteredtipos
de género ou de
classe; Boas praticas:
reviséo ética e de
linguagem inclusiva
antes da publicagdo.

3. Viés Algoritmico

Decorre das pon-
deragdes internas e
ajustes matemdticos
realizados pelos
desenvolvedores, que
podem amplificar ou
reproduzir desigual-
dades preexistentes.

Configuragdes
enviesadas de pesos
e parédmetros; prio-
rizagdio de padrdes
majoritdrios; falta de
supervisdo humana
no refinamento do
modelo.

Distorce inferéncias
cientificas, compro-
metendo a objetivi-
dade e reforgando
assimetrias cognitivas
e sociais.

Agdes: supervisdo
humana continua;
publicagdo de logs e
relatérios de calibra-
gem; protocolos de
auditoria algoritmica.

Exemplo: priorizagéo
de fontes ocidentais
ou masculinas em
resumos automadticos;
Boas prdticas: uso de
modelos auditdveis e
verificaveis.

4. Viés de Interagéo

Surge das instrugdes
fornecidas pelo usu-
drio e de seu proprio
perfil cognitivo, ideo-
légico e cultural, que
orientam as respostas
geradas pela IA.

Formulagéo enviesa-
da de prompts; uso
inconsciente de pres-
supostos culturais;
auséncia de reviséo
critica das respostas
geradas.

Pode reforgar bolhas
interpretativas e
reduzir a capacidade
critica do pesquisador,
comprometendo a re-
flexividade cientifica.

Agbes: formagdio

em letramento
digital critico; uso de
protocolos de revis@o
cruzada; incentivo a
pluralidade de pers-
pectivas.

Exemplo: prompts que
reproduzem vieses

de confirmagdo ou
opinides politicas;
Boas prdticas:oficinas
de capacitagdo ética
e revisdio colaborativa
de resultados.

Para mitigar esses riscos, € necessdrio adotar medidas prdaticas e pedagdgi-
cas que combinem literacia algoritmica, governanga ética e verificagdo
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técnica. Pesquisadores e estudantes devem empregar triangulagdo de fontes
e validag¢do cruzada com bases indexadas (Scopus, Web of Science, SciELO),
conferindo manualmente as referéncias geradas por GenlA via DOI, ORCID
e portais institucionais (Sampaio, Sabbatini & Limongi, 2025; Rahman et al.,
2023). Deve-se, aindaq, utilizar ferramentas de rastreabilidade e detecgdo
de alucinagdes, como validadores de citagdes (Elsevier, 2024c; Yin et al.,
2025). Tais estratégias devem ser acompanhadas de uma revisdo critica do
discurso gerado pela GenlA, assegurando que ele mantenha coeréncia com
o método cientifico e os dados empiricos do estudo (Arar et al., 2025; Francis,
Jones & Smith, 2025).

As instituicdes de ensino e pesquisa, por sua vez, tém papel estraté-
gico na prevengdo desses riscos, devendo promover formagdes continuadas
emliteracia algoritmica e instituir protocolos internos de auditoria de uso de
IA. Essa formagdo deve incluir dimensdes técnicas (compreensdo dos meca-
nismos de predigdo e correlagdo), criticas (identificagdo de vieses e limites
epistémicos) e éticas (autorresponsabilidade na verificagdo das informagdes
geradas) (UNESCO, 2023; OECD, 2023). Universidades podem criar nicleos de
integridade cientifica digital, voltados & capacitagdio de docentes, discentes
erevisores, e a criagdo de manuais institucionais de boas prdticas em GenlA,
alinhados a diretrizes internacionais (UFRGS, 2023; ANPAD, 2023).

Do ponto de vista epistemoldgico, a mitigagdo de vieses e alucina-
cdesdeve ser compreendida como um processo de reconquista da autonomia
cognitiva humana frente & automatizagéo da linguagem. A GenlA, enquanto
instrumento de mediagdo simbdlica, amplia a capacidade de processar e
sintetizar informagdes, mas néo substitui a interpretagdo, o julgamento e a
responsabilidade moral do pesquisador (Floridi, 2020; Feenberg, 2017). Assim, a
validagéo cientifica deve permanecer um ato humano, ancorado na confron-
tagdo empirica e no raciocinio critico, € ndo no mero verossimil algoritmico.

A seguir, apresenta-se a Tabela 10 - Estrutura Metodoloégica de Mi-
tigagdo de Alucinagdes e Vieses em Pesquisas com GenlA, que aprofunda
o quadro prdtico inicial, detalhando as dimensdes de risco, os mecanismos
metodoldgicos de controle, os critérios de validagéo e os papéis institucionais.
Essa sistematizag@io tem como objetivo orientar pesquisadores, orientado-
res, revisores e instituicdes na construgcdo de protocolos éticos e cientificos
consistentes para o uso responsdvel da GenlA.
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Tabela 10

Estrutura Metodoldgica de Mitigagdo de Alucinagdes e Vieses em Pesquisas com GenlA

Dimensao

Risco Associado

Causas Estruturais e
Epistémicas

Medidas Praticas de
Mitigagdo

Critérios de Validagédo
e Monitoramento
Etico

Responsaveis
Institucionais e
Operacionais

1. Dados (Input e
Treinamento)

Viés de amostragem,
exclusdo de grupos e
distorgéo contextual.

Bases de dados
homogéneas, desa-
tualizadas ou geogra-
ficamente restritas;
auséncia de reviséo
ética na coleta de
dados.

Diversificar e atualizar
bases de treinamen-
to; aplicar curadoria
ética e multicultural;
cruzar dados de
multiplas origens e
periodos historicos.

Auditorias periddicas
de qualidade dos
dados; verificagdo de
representatividade

e balanceamento
demogrdfico.

Pesquisadores e
revisores éticos: res-
ponsdveis por validar
fontes e documentar
os critérios de selegéio
de dados.

2. Texto Gerado
(Output Cognitivo)

Alucinagédes, citagdes
falsas e fabricagdo
de referéncias.

Geragcdo preditiva
sem checagem
factual; auséncia de
validagéo huma-

na; dependéncia
excessiva de modelos
fechados.

Implementar dupla
validagdo de fontes;
checar citagdes via
DOI/ORCID; revisar
manualmente con-
teudos com base em
bases indexadas (Sco-
pus, Web of Science).

Utilizar ferramentas
de rastreabilidade
(CrossRef, Retraction
Watch); inserir se¢éio
de declaragdo de
uso de |IA no trabalho
final.

Estudantes e orienta-
dores: responsdveis
pela revisdo critica
do conteudo textual
e verificagéo das
fontes.

3. Modelo Algoritmico
(Infraestrutura)

Reforgo de desigual-
dades estruturais e
vieses sistémicos.

Algoritmos proprietd-
rios ndio auditdaveis;
auséncia de diversi-
dade nos parémetros
de treinamento e
teste.

Preferéncia por mo-
delos open source e
auditdveis; consulta a
politicas éticas de IA
(Elsevier, SAGE, Sprin-
ger Nature); registro
das versdes e configu-
ragdes utilizadas.

Exigir documentagéo
técnica e ética dos
modelos; avalia-

cdo institucional

dos riscos de cada
ferramenta antes da
adogdo.

Instituigdes de
pesquisa e comités
de ética: responsd-
veis por homologar
ferramentas e super-
visionar padrées de
governanga.

4. InteragGo Humana
(Prompt e Contexto)

Indugdio de vieses
cognitivos, ideolégi-
cos e culturais pelo
usudrio.

Formulagéio de
prompts com pres-
supostos enviesados;
auséncia de neutrali-
dade e contextualiza-
¢do na interagdo.

Elaborar prompts neu-
tros, culturalmente
sensiveis e com revi-
sd@o humana; testar
multiplos cendrios de
interagdo para detec-
tar distorgées.

Registro de prompts
e respostas em apén-
dice metodoldgico;
reviséo cruzada entre
pares para identificar
vieses de formulagdo.

Pesquisadores e
editores cientificos:
responsdveis por
documentar, revisar e
contextualizar o uso
de prompts.

5. Capacitagdo e
Literacia Algoritmica

Falta de consciéncia
critica e de compre-
ensdo técnica sobre
os riscos da IA.

Formagédo insuficien-
te em ética digital

e epistemologia da
tecnologia; auséncia
de diretrizes peda-
gogicas sobre IA
responsdvel.

Criar programas de
formagdo em ética
digital e literacia
algoritmica; oferecer
oficinas e cursos de
atualizagéo para do-
centes e discentes.

Avaliagdo anual

de maturidade
digital; certificagéo
institucional de boas
prdticas no uso ético
da lA.

Universidades,
comités de ética e
agéncias de fomento:
responsdveis pela pro-
mogdo de programas
de capacitagdo
continua.

A implementacdo dessa estrutura metodoldgica promove transparéncia,
rastreabilidade e integridade cientifica no uso da GenlA, convertendo a
ética em uma dimensdo operacional da prdtica académica. Além disso,
a adogdio dessas prdaticas contribui para a constru¢gdo de uma cultura
institucional de responsabilidade epistémica, na qual o uso da GenlA ndo
substitui o raciocinio humano, garantindo que o conhecimento produzido
continue a ser verdadeiro, verificdvel e socialmente legitimo (Bender et al,,

2021; Crawford, 2021).

Revista de Ciéncias da Administragdo, Floriandépolis, v. 27, n. 67, p. 1-54, 2025
Universidade Federal de Santa Catarina. ISSN 2175-8077

Revista de
Ciéncias da
Administragao



Janaina Gularte Cardoso - Igor de Jesus Lobato Pompeu Gammarano

Guia para o uso ético e responsdvel da inteligéncia artificial generativa no @mbito académico

RICIA

Revista de
Ciéncias da
Administragao

APLICAQf)ES, USOS PERMITIDOS E VEDADOS
Aplicagcdes Responsdaveis em Pesquisa

Embora a GenlA represente um avango sem precedentes no apoio a produc¢do
académica, seu papel precisa ser delimitado em niveis claros de intervengéo,
conforme sugerido pelos revisores e sustentado por literatura recente (Delios,
Tung & van Witteloostuijn, 2025; Arar et al.,, 2025). Para sistematizar essa de-
limitagdo, propde-se a tabela conceitual a seguir, composto por trés niveis
progressivos de uso, que refletem distintos graus de autonomia algoritmica
e exigem diferentes niveis de superviséo humana.

O Nivel 1 - Assisténcia Técnica abrange tarefas mecdnicas e ndo
interpretativas, como revisdo gramatical, corregdo ortogrdfica, traducdo
textual, formatacdo de referéncias e geragdio de cédigos simples. Essas
aplicagdes sdo eticamente aceitdveis e amplamente reconhecidas pelas
principais editoras cientificas (Elsevier, 2024c; Springer Nature, 2024). Nesse
nivel, a GENIA atua como ferramenta de apoio instrumental, sem interferir
na formulacdo de hipdteses, interpretacdio de dados ou construgdo tedrica
— preservando, assim, a autonomia epistemolégica do pesquisador (Floridi,
2022; Francis, Jones & Smith, 2025).

O Nivel 2 - Assisténcia Heuristica envolve o uso da GENIA em pro-
cessos de geragdo de ideias, brainstorming, organizagdo de argumentos e
identificagéo de lacunas temdticas ou tépicos emergentes. Embora essa
forma de apoio possa impulsionar a criatividade e o mapeamento de ten-
déncias cientificas, ela requer uso critico e reflexivo, pois a GENIA n&o possui
consciéncia semdntica, operando apenas por padrdes probabilisticos de
linguagem (Bender et al., 2021; Crawford, 2021). O pesquisador, portanto,
deve manter o controle sobre o processo de decisdio cognitiva e garantir que
toda formulagdo conceitual ou interpretativa seja resultado de julgamento
humano informado, evitando a dependéncia epistémica de sugestdes algo-
ritmicas (Feenberg, 2017; Floridi, 2020).

O Nivel 3 - Assisténcia Cognitiva corresponde ao emprego da GENIA
em tarefas de sintese tedrica, formulacdo de hipdteses, andlise de dados
e interpretagdo de resultados. Esse nivel requer supervis@o estrita, decla-
ragdio explicita de uso e validagdo humana integral, conforme orientam
a UNESCO (2025b) e a ANPAD (2023). A utilizagdo desse tipo de suporte é
admissivel apenas quando o pesquisador mantém total controle sobre o
processo metodoldgico, reconhecendo a GENIA como ferramenta auxiliar
e ndo como coautora. A fronteira ética aqui é ténue: qualquer delegagdo
de decisdo tedrica d maquina constitui violagdo da integridade cientifica e
compromete a validade epistemoldgica do conhecimento produzido (Tang,
Cooper & Nielsen, 2024; Resnik & Hosseini, 2025).

A seguir, a Tabela 11 - Estrutura Metodoldgica dos Niveis de Assistén-
cia da GenlA na Pesquisa Cientifica detalha cada nivel segundo seis dimen-
sdes metodoldgicas: definigéio conceitual, finalidade e escopo, exemplos
de aplicagdes, riscos e limites éticos, mecanismos de superviséo humana
e abordagens metodolégicas recomendadas (qualitativa, quantitativa e
mista). Essa estrutura visa orientar pesquisadores, orientadores e instituicdes
naimplementacgdo ética, transparente e responsdvel da GenlA na produgéio
académica.
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Tabela 11

Estrutura Metodoldgica dos Niveis de Assisténcia da GenlA na Pesquisa Cientifica

Nivel de Assisténcia

Definigdo Conceitual

Finalidade e Escopo
de Uso

Exemplos de
Aplicagdes Praticas

Riscos e Limites Eticos

Supervisdo Humana
e Abordagens
Metodolégicas
Recomendadas

Nivel 1 - Assisténcia
Técnica

Utilizagéo da GenlA
como ferramenta
instrumental para ta-
refas mecdnicas, ndo
interpretativas e sem
impacto epistémico.

Apoiar a eficiéncia
operacional sem
interferir no raciocinio
cientifico ou na for-
mulagdo tedrica.

Revisdo ortogrdafica e
gramatical; tradugdo
textual; formatagdo
de referéncias; pa-
dronizagdo de estilo;
geragdo de codigos
simples.

Baixo risco ético: uso
amplamente permiti-
do por editoras; riscos
residuais de omisséo
na declaragdo de uso.

Supervisdo leve: revi-
s@o manual final para
evitar erros técnicos;
aplicavel a qualquer
tipo de pesquisa (qua-
litativa, quantitativa
ou mista). Fontes: Else-
vier (2024c); Springer
Nature (2024); Floridi
(2022).

Nivel 2 - Assisténcia
Heuristica

Emprego da GenlA
para apoiar a ideagéio
cientifica, a estrutura-
¢do de argumentos e
aidentificagdo de la-
cunas ou tendéncias
temdaticas.

Estimular o pensa-
mento criativo e o
mapeamento de
tépicos emergentes
sem substituir a inter-
pretagdo humana.

Brainstorming de
hipéteses; organiza-
cdio de ideias; sintese
preliminar de revisdes;
auxilio na delimitagéo
de problemas de
pesquisa.

Risco moderado: de-
pendéncia cognitiva
e possivel perda de
autoria interpretativa.

Supervisdo ativa:
revisdo critica das
sugestdes geradas;
reflexividade sobre
coeréncia conceitual.
Aplicagdes: quali-
tativas (exploragdo
tedrica) e mistas
(triangulagdo concei-
tual). Fontes:Bender
et al. (2021); Crawford
(2021); Feenberg
(2017); Floridi (2020).

Nivel 3 - Assisténcia
Coghnitiva

Uso da GenlA em
processos de sintese
tedrica, formulacdo
de hipdteses, andlises
estatisticas e interpre-
tagdo de resultados.

Apoiar a elaboragéio
e interpretagdo de
dados, desde que sob
total controle huma-
no e com declaragdo
explicita.

Geragdio de andlises
descritivas; auxilio na
sintese bibliogrdafica
complexa; apoio em
modelos estatisticos
exploratdrios.

Risco elevado: dele-
gagdo indevida de
autoria intelectual;
erro inferencial; pro-
dugdo de resultados
ndo verificaveis.

Supervisdo estrita e
validagdo humana
integral; exigéncia de
declaragéo formal

de uso no artigo.
Aplicavel com cau-
tela em abordagens
quantitativas e mistas.
Fontes: UNESCO
(2025b); ANPAD
(2023); Tang, Cooper &
Nielsen (2024); Resnik
& Hosseini (2025).

A articulagéio entre esses niveis e as abordagens metodoldgicas € essencial
para garantir a aplicabilidade prdtica do guia. Na pesquisa qualitativa, a
GenlA pode apoiar a codificagdo inicial de dados e o agrupamento de
categorias, desde que a interpretacgdo final permanega hermenéutica e
humana, assegurando a coeréncia tedrica e o respeito & subjetividade dos
participantes (Hanafi, Al-Mansi & Al-Sharif, 2025). Na pesquisa quantitativa,
0 uso pode incluir a geracdo de andlises descritivas e cdlculos auxiliares,
mas sempre com verificagdio manual posterior, evitando erros inferenciais
ou interpretagdes estatisticas enviesadas (Leong et al., 2025; Rahman et al.,,
2023). Nas abordagens mistas, a GenlA pode contribuir na triangulagdo de
dados e na visualizagdo de padrées complexos, desde que o pesquisador
declare explicitamente a natureza da intervengdo algoritmica e valide os
resultados com base empiricaindependente (Tingelhoff, Brugger & Leimeister,
2025; Ganguly et al., 2025).

A aplicagdo ética da GenlA na pesquisa demanda, ainda, a incorpo-
ragdo de boas prdticas editoriais e de transparéncia, conforme orientam as
principais casas publicadoras e organismos internacionais. Politicas como as
da Elsevier (2024a), SAGE (2023a) e Taylor & Francis (n.d.) reforgam que o uso de
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GenlA deve sempre ser declarado em secdes metodoldgicas ou de agradeci-
mentos, garantindo rastreabilidade e honestidade académica. A néo declara-
¢do de uso pode configurar omissdo ética e comprometer a credibilidade do
trabalho cientifico (BaHammam, 2025; Linder, Nepogodiev & GAIT 2024 Collabo-
rative Group, 2025). Essa transparéncia &, portanto, uma exigéncia institucional,
alémde um principio epistemoldgico que protege aintegridade da autoriae a
legitimidade do conhecimento produzido (Barthes, 2004; Foucault, 1969).

Sob uma perspectiva epistemoldgica, a integragdio responsdvel
da GenlA & pesquisa cientifica redefine o papel do pesquisador enquanto
curador cognitivo — um sujeito que media o didlogo entre mdquina e conhe-
cimento, filtrando, interpretando e atribuindo sentido ao material gerado.
Essa relagcdo exige discernimento ontoldgico: a GenlA opera por predi¢géo
linguistica, enquanto o pesquisador opera por compreensdo. Assim, a Ge-
nlA ndo substitui o pensamento critico, mas o amplia quando usada com
responsabilidade e consciéncia metodoldgica (Floridi, 2020; Feenberg, 2017).
O verdadeiro desafio, portanto, ndo estd em limitar a tecnologia, mas em
educar o sujeito cognoscente para usd-la eticamente, preservando o cardter
reflexivo, interpretativo e humano da ciéncia.

Usos Vedados ou Desaconselhados

O uso indevido da GenlA em pesquisas cientificas compromete a esséncia
da produgdio do conhecimento e rompe o elo epistémico entre o sujeito e o
objeto de investigagdo. Delegar integralmente a criagdo, andlise ou inter-
pretagdo a GenlA implica renunciar & autoria cognitiva e comprometer a
confiabilidade epistémica dos resultados, reduzindo a pesquisa a um pro-
duto automatizado e destituido de reflexdo (Floridi, 2022; Feenberg, 2017).
Assim, as proibi¢cdes relativas ao uso da GenlA ndo derivam de uma postura
tecnofébica, mas da necessidade de preservar a integridade intelectual e
o cardter humano da construgdo cientifica.

A gravidade das violagdes associadas ao uso indevido da GenlA
pode ser classificada em niveis hierdrquicos, considerando a intencionali-
dade e o impacto sobre a integridade cientifica. Infragdes graves incluem
a falsificag@o de dados, a geragéio de textos completos por GenlA sem
supervisdo humana, a criagdo de referéncias inexistentes e a delegagdo
integral de autoria. Tais prdticas configuram md conduta cientifica e violam
principios fundamentais de honestidade, transparéncia e responsabilidade,
sendo passiveis de sangdes institucionais severas (Bouter et al., 2022; Resnik &
Hosseini, 2025). Infragdes moderadas, como o uso parcial da GenlA em segdes
analiticas sem declaracdo explicita, a auséncia de autorizagéo institucional
ou a omissdo de ferramentas utilizadas, comprometem a rastreabilidade e
a confianga nos resultados (Elsevier, 2024a; UFRGS, 2023). Jd& infragdes leves,
geralmente associadas ao uso ndo intencional ou pedagdgico da GenlA
por desconhecimento inicial, devem ser tratadas de forma educativa, por
meio de orientag¢dio e capacitagdo, reforgcando o papel formativo da ética
na pesquisa (UNESCO, 2023; ANPAD, 2023).

A distingdo entre usos vedados e usos desaconselhados € essen-
cial para orientar condutas adequadas. Os usos vedados s@o aqueles que
violam diretamente a integridade cientifica, a confidencialidade ou a au-
toria humana — como gerar resultados empiricos falsos, submeter textos
produzidos integralmente por GenlA ou delegar a redagéo de pareceres
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Tabela 12

e andlises criticas a sistemas automatizados (Dergaa et al.,, 2023; Mijwil et
al,, 2023). Essas prdticas configuram fraude ou md conduta e devem ser
tratadas como infragdes graves. Ja os usos desaconselhados referem-se
a prdticas que, embora ndo representem violagcdo direta, comprometem a
qualidade metodoldgica e a confiabilidade interpretativa, como o uso da
GenlA para sintetizar resultados sem revisdo critica, traduzir textos técnicos
sem supervis@o especializada ou redigir resumos automaticos sem validagéo
humana (Cheng, Calhoun & Reedy, 2025; Francis, Jones & Smith, 2025). Essa
diferenciagdo torna o guia mais aplicdvel e justo, ao oferecer pardmetros
proporcionais de avaliag¢éo e correcdo.

A seguir, apresenta-se a Tabela 12 - Estrutura de Classificagdo das

Violagdes Eticas e Epistémicas no Uso Indevido da GenlA, que organiza os
niveis de gravidade, os tipos de infragdo, os impactos cientificos e institu-
cionais, as medidas de resposta e os agentes responsdveis pela prevengdo

e tratamento dos casos.

Estrutura de Classificagcéo das Violagées Eticas e Epistémicas no Uso Indevido da GenlA

Nivel de
Gravidade

Tipo de Infragdo

Exemplos de Condutas
Associadas

Impactos Cientificos e
Epistémicos

Medidas de
Resposta e Sanc¢do

Agentes Responsaveis e
Estratégias Preventivas

Grave

Md conduta
cientifica e fraude
intelectual.

Falsificagdo ou
fabricagdo de dados;
geragdo de textos
completos por GenlA
sem revis@o humana;
criagdo de referéncias
inexistentes; submissdo
de artigos produzidos
integralmente por IA;
delegagdo de autoria.

Compromete a integri-
dade cientifica; destroi
a confiabilidade da
pesquisa; viola princi-
pios de honestidade,
rastreabilidade e
autoria.

Abertura de sindi-
cdancia ética; anula-
cdo de publicagdes;
suspensdo de
direitos académicos;
comunicagdo a insti-
tuicdio e agéncias
de fomento.

Comités de ética e insti-
tuigdes de ensino devem
adotar politicas explicitas
de proibigéo, sistemas de
detecgdio e programas de
formagdo emintegridade
cientifica (Bouter et al.,
2022; Resnik & Hosseini,
2025).

Moderada

Uso néo declarado
ou omisséo de ferra-
mentas de GenlA.

Emprego de GenlA em
andlises ou redagdo par-
cial sem declaragéo; au-
séncia de autorizagéo
institucional; omisséo da
ferramenta utilizada ou
da verséo do modelo.

Reduz a rastreabilida-
de e a transparéncia
metodoldgica; gera
incerteza sobre a
origem dos resultados;
enfraquece a confian-
cainstitucional.

Emiss@o de adver-
téncia formal; solici-
tagdo de retratagdo
ou corregdo; reviséio
supervisionada do
trabalho; registro
obrigatdrio de de-
claragdo de uso.

Orientadores, revisores e
comités editoriais devem
exigir a declaragdo expli-
cita de uso e promover ofi-
cinas sobre transparéncia
epistémica (Elsevier, 2024a;
UFRGS, 2023).

Leve

Uso indevido néo
intencional, de na-
tureza pedagdgica.

Utilizagé@o da GenlA
para tradugdo ou
resumo sem superviséo;
uso de IA em atividades
diddticas sem declara-
cdio; erro por desconhe-
cimento das normas.

Impacto limitado &
forma e & coeréncia
textual; néo implica
fraude, mas revela
déficit de letramento
ético e digital.

Acgdo educativa:
orientagdo formal,
participagdo em
capacitagdo ética
e declaragéo corre-
tiva em documento
anexo.

Docentes e coordenagdes
de curso devem incluir
formagdio obrigatéria em
ética digital e politica de
uso ético da IA (UNESCO,
2023; ANPAD, 2023).

Usos Vedados

Violagdo direta
da integridade
cientifica.

Geragdo de resultados
empiricos falsos;
submissdo de artigos
inteiramente automa-
tizados; redagdo de
pareceres ou andlises
criticas por IA; uso para
manipulagédo de dados
confidenciais.

Fraude e desinforma-
¢dio; quebra de autoria
humana e de sigilo;
dano & reputagéio
institucional.

Sangdo disciplinar;
exclusdo de banco
de dados de pesqui-
sa; comunicagdo a
comités nacionais
de integridade.

Instituicées de pesquisa

e editoras devem prever
penalidades explicitas e
sistemas de rastreamento
automatizado (Dergaa et
al., 2023; Mijwil et al., 2023).

Usos
Desaconselhados

Comprometimen-
to da qualidade
metodolégica e
interpretativa.

Uso da GenlA para
sintese automdtica de
resultados; tradugéio
de textos técnicos sem
revis@o; elaboragdo de
resumos ou conclusdes
sem validagédo humana.

Redugdio da consis-
téncia e da precisdo
conceitual; aumento
do risco de erros e
interpretagdes envie-
sadas.

Revisdo obrigatéria
e validagéo manual;
recomendagdo de
reescrita supervi-
sionada; anotagéo
de revisdio ética no
relatdrio final.

Orientadores e avaliadores
devem garantir que o uso
da GenlA ocorra apenas
como apoio, com explicita-
¢do do papel humano no
processo (Cheng, Calhoun
& Reedy, 2025; Francis,
Jones & Smith, 2025).

m . i da

Revista de

Administragao
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Além da distingdo conceitual, é fundamental estabelecer mecanismos pre-
ventivos e protetivos para salvaguardar a integridade da pesquisa. O envio
de textos sigilosos, dados de pesquisa inéditos ou pareceres a sistemas de
GenlA deve ser expressamente proibido, dada a possibilidade de arma-
zenamento indevido e uso desses conteldos para treinamento de modelos,
o que configura violagéo da confidencialidade e da Lei Geral de Protegdo
de Dados (LGPD, 2018; Lei n° 12.965/2014). O uso da GenlA, quando permiti-
do, deve restringir-se a fungdes linguisticas menores, como revis@o textual,
tradugdo ou padronizagdo de referéncias, e sempre com registro confiden-
cial e declaracdo explicita de uso (Elsevier, 2024b; SAGE Publishing, 2023a).

Essa abordagem protege aintegridade cientifica e reforgca a dimen-
sdo pedagodgica da ética na formagdo de pesquisadores. A integridade, nesse
contexto, transcende o cumprimento de normas e assume valor epistemo-
légico: ela preserva a autoria como espago de reflexdo e responsabilidade
(Floridi & Cowls, 2022; Foucault, 1969). Assim, o uso da GenlA deve ser cons-
tantemente mediado pela consciéncia critica e pela supervisdo institucio-
nal, articulando o desenvolvimento tecnoldgico & prudéncia ética (Ryan &
Stahl, 2021; UNESCO, 2025b). O pesquisador é, portanto, chamado a exercer
uma vigil@ncia ativa sobre suas praticas, compreendendo que a éticando é
apenas uma limitagdio externa, mas a proépria garantia da legitimidade do
conhecimento cientifico.

Deste modo, propde-se que cada institui¢éio de ensino e pesquisa
adote uma matriz ética e pedagdgica de integridade cientifica, que con-
temple a classificagdo hierarquica das infragdes, a distingdo entre usos
vedados e desaconselhados, e a criagéio de mecanismos de prevencdo,
registro e sangéio proporcionais. Essa matriz deve ser acompanhada de
agdes educativas e formativas voltadas & literacia digital, & epistemologia
da autoria e a responsabilidade algoritmica (Sampaio, Sabbatini & Limongi,
2025; Mikroyannidis et al., 2025).

ORIENTAGCOES PARA COMPONENTES CURRICULARES
E TRABALHOS DE CONCLUSAO DE CURSO (TCC)

Em Sala de Aula

Para que o uso da IA em sala de aula seja formativo e ético, propde-se a
adogdo de trés niveis pedagdgicos de integragdo, alinhados as diretrizes
internacionais de boas prdaticas (UNESCO, 2025a; Mikroyannidis et al., 2025).
No Nivel 1 - Uso Informativo, a lA é tratada como objeto de estudo: os alunos
analisam criticamente as respostas geradas, discutem erros, vieses e impli-
cagdes éticas, exercitando o pensamento critico e a capacidade de discerni-
mento. No Nivel 2 — Uso Instrumental, a IA é utilizada como ferramenta de
apoio controlado — por exemplo, para revisdo linguistica, tradug¢do, estru-
turacdo de ideias ou organizagdo de referéncias — sempre sob superviséo
docente e com a exigéncia de declaragdio explicita de uso (Elsevier, 2024q;
ANPAD, 2023). Jd o Nivel 3 - Uso Integrativo permite a interagdo ativa entre
o estudante e a IA em atividades praticas, como simulagdes, resolucdio de
problemas e experimentos éticos supervisionados. Esse nivel & admissivel
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Tabela 13

apenas quando had acompanhamento continuo do professor e objetivos for-
mativos claramente definidos (UNESCO, 2023; Francis, Jones & Smith, 2025).

Nesse contexto, a Tabela 13 - Estrutura Metodolégica dos Niveis
Pedagdgicos de Integragdo da IA no Contexto Educacional, constitui uma
ferramenta metodoldgica essencial, que permite graduar o grau de autono-
mia tecnoldgica, o tipo de interagdio com os alunos e o nivel de responsabili-
dade do professor. A Tabela 13 a seguir sistematiza esses niveis, articulando
dimensdes como finalidade pedagdgica, exemplos prdticos, riscos éticos e
formas de supervisdo.

Estrutura Metodoldgica dos Niveis Pedagdgicos de Integracdo da IA no Contexto Educacional

Nivel de Integragéo

Definigao e Finalidade

Pedagégica

Exemplos de
Aplicagées em Sala
de Aula

Competéncias
Desenvolvidas

Riscos e Cuidados
Eticos

Formas de Supervisdo
e Avaliagéo Docente

Nivel1-Uso
Informativo

A |A é objeto de estu-
do e ndo ferramenta
ativa. O foco estdem
compreender como
a|lA gerarespostas,
reconhecendo vieses,
erros e implicagdes
éticas.

Discusséo critica
sobre respostas da |A;
andlise de vieses al-
goritmicos; exercicios
de comparagdo entre
outputs humanos e
da IA; debates sobre
impactos sociais.

Pensamento critico;
ética digital; discerni-
mento epistémico; ca-
pacidade de andlise e
argumentagdo.

Risco de interpre-
tagdo acritica das
respostas; reprodugdo
de vieses ocultos;
dependéncia informa-
cional sem reflexdo.

O professor atua
como mediador refle-
Xivo, conduzindo and-
lises criticas e avalian-
do a capacidade do
aluno de argumentar
com base em evidén-
cias (UNESCO, 2025aq;
Mikroyannidis et al.,
2025).

Nivel 2 - Uso
Instrumental

A |A é ferramenta

de apoio controla-

do, empregada em
tarefas técnicas sob
supervisdo docente,
com obrigatoriedade
de declaragdo explici-
tade uso.

Revisdo gramatical e
ortogrdfica; tradugdo
de textos; formata-
cdo de referéncias;
geragdo de ideias
iniciais ou mapas
conceituais.

Literacia digital; au-
tonomia operacional;
ética na pesquisa;
transparéncia no uso
tecnolégico.

Risco de uso indevido
ou ndio declarado;
dependéncia excessi-
va da IA para tarefas
bdsicas; perda de
autoria parcial.

O docente revisa
todos os outputs
produzidos, exige
declaragdo de uso e
orienta sobre limites
éticos e técnicos (El-
sevier, 2024a; ANPAD,
2023).

Nivel 3 - Uso
Integrativo

A IA é parceira
cognitiva supervisio-
nada, utilizada em
atividades prdaticas,
simulagdes ou expe-
rimentos éticos que
envolvem didlogo
critico e tomada de
deciséo.

Simulagdes cientifi-
cas; andlise de casos
éticos; resolugdio de
problemas complexos;
experimentos de co-
autoria reflexiva com
IA supervisionada.

Criatividade aplica-
da; pensamento ético
e sistémico; resolugdo
de problemas; cola-
boragéo homem-ma-
quina.

Risco de delegagdio
excessiva de decisdes
A lA; diluigéo da
autoria intelectual;
confus@o entre su-
gestdo algoritmica e
raciocinio humano.

O professor supervi-
siona continuamente
as interagdes, define
critérios formativos

e aplica avaliagdes
reflexivas sobre o uso
da IA (UNESCO, 2023;
Francis, Jones & Smith,
2025).

RICIA

Revista de
Ciéncias da

Administragao

Assim, os trés niveis pedagdgicos aqui descritos delimitam o uso aceitdvel e
ético da IA em sala de aula e promovem uma educacéio voltada & respons-
abilidade digital, & transparéncia e ao desenvolvimento integral do pensa-
mento critico, preparando os alunos para lidar de forma consciente com as
tecnologias emergentes no ambiente académico e profissional.

Para assegurar coeréncia institucional, recomenda-se que cada
plano de ensino declare explicitamente o nivel de uso permitido da GenlA, o
tipo de tarefaem que ela pode ser empregada e as formas de monitoramento
previstas. O documento deve ser revisado e aprovado pelo colegiado de curso,
garantindo alinhamento com as politicas éticas da universidade e com os
cdodigos de integridade cientifica (UFSC, 2024; UFMG, 2023). Essa formaliza-
¢bo transforma o uso responsdvel da GenlA de uma decisdo individual em
pratica institucionalizada e auditdvel, reforgando a seguranga pedagdgica
e a equidade entre os estudantes (McDonald et al.,, 2025; Rana, 2025).
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O uso permitido da lA emsala de aula deve restringir-se a atividades
que estimulem o aprendizado critico e mantenham a autoria humana. Séo
exemplos de boas prdticas: usar IA para revisar textos préprios, organizar
ideias iniciais de projetos, comparar abordagens tedricas, identificar lacunas
emrevisdes de literatura ou simular entrevistas de pesquisa qualitativa. Essas
prdticas promovem literacia digital e colaboram com o desenvolvimento de
competéncias cognitivas e comunicacionais (Hanafi, Al-Mansi & Al-Sharif,
2025; Chinoracky & Stalmasekova, 2025). Por outro lado, séo condutas desa-
conselhadas ou ndo permitidas: usar a IA para redigir trabalhos completos,
gerar respostas automdticas em avaliagdes, fabricar dados de pesquisa,
produzir resumos sem leitura critica ou traduzir textos técnicos sem super-
vis@o humana. Tais prdticas violam os principios de autoria e integridade
académica e podem configurar pldgio automatizado, sujeito a sangdes
institucionais (Dergaa et al., 2023; Mijwil et al., 2023).

De acordo com Hanafi, Al-Mansi & Al-Sharif (2025) e Chinoracky &
Stalmasekova (2025), o uso ético da IA em sala de aula deve favorecer a
reflexdo, a criatividade e a competéncia analitica, funcionando como uma
extensdo das capacidades cognitivas humanas — e nédlo como sua substitui-
¢do. Contudo, quando utilizada de forma indevida, a IA pode induzir & auto-
macdo cognitiva passiva, a fabricagéio de conteudo e a violagdo da autoria,
configurando condutas incompativeis com a ética académica (Dergaa et
al.,, 2023; Mijwil et al., 2023).

Para distinguir praticas legitimas das inadequadas, a Tabela 14 — Es-
trutura Metodolégica do Uso Etico e Formativo da Inteligéncia Artificial em
Sala de Aula seguir sintetiza, de modo metodoldgico, as fronteiras entre usos
permitidos, desaconselhados e proibidos da IA em sala de aula, integrando
finalidades pedagdgicas, exemplos prdticos, competéncias desenvolvidas,
riscos éticos e estratégias de superviséo docente.
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Tabela 14

Estrutura Metodoldgica do Uso Etico e Formativo da Inteligéncia Artificial em Sala de Aula

Categoria de Uso

Definigdo e Finalidade

Exemplos de Aplicagées

Competéncias

Riscos e Condutas

Formas de Supervisdo
e Responsabilidade

Pedagégica Praticas Desenvolvidas Desaconselhadas
Docente
Supervisd@o ativa: o
A |A é utilizada como o . B . docente orienta o
Revis@o e aprimoramento de Literacia digital L
ferramenta comple- . . - e . processo, solicita
. textos proprios; organizagdo critica; capaci- o - X
mentar, destinada a . . - Baixo risco ético registro de uso e pro-
. . - de ideias de projetos; compa- dade analitica; . N ~ .
Uso Permitido aprimorar a produgéo - L e X N — exige transparén- move reflexdo critica
.. . . R ragdo de teorias; identifica- comunicagdio A L.
(Etico e Formativo) académica, a organiza- - . o cia de uso e reviséio sobre o papel da IA no
- L . c¢do de lacunas em revisdes; cientifica; auto- ~ . .
¢do de ideias e a andli- . - . . . humana continua. aprendizado (Hanafi,
e o simulagdes de entrevistas nomia cognitiva; K N
se critica, sem substituir ualitativas &tica reflexiva Al-Mansi & Al-Sharif,
o raciocinio humano. a . ) 2025; Chinoracky &
Stalmasekova, 2025).
A IA é utilizada para au- Tradugdo de textos técnicos Literacia Risco de super- Supervisdo corretiva: o
tomatizar parcialmente sem supervisdo; elaboragdo instrumental; ficialidade e de docente deve alertar
Uso tarefas de aprendiza- de resumos automadticos; raciocinio distorgdo episté- sobre os riscos e exigir
Desaconselhado gem, comprometendo organizagdo de trabalhos sem assistido, porém mica; enfraqueci- reformulagéio critica
(Risco Moderado) a reflexdo e o dominio leitura critica; geragdo de res- com dependén- mento da autoria do contetido produ-
conceitual, embora sem postas a questdes discursivas cia cognitiva e da compreensdo zido (Elsevier, 2024q;
configurar fraude direta. | sem validagéio. crescente. tedrica. ANPAD, 2023).
. . - Acdio disciplinar:
A IA é empregada para Redagdo de trabalhos Fraude académica, ~
S . . reprovagdo da
substituir integralmente completos; geragdo de dados Nenhuma pldagio automa- atividade. abertura
. a autoria humana, gerar inexistentes; tradugdo auto- competéncia le- tizado, quebra RN
Uso Proibido ., s L e . . . de sindicéncia ética
contetdos falsos ou madtica de textos especializa- gitima é desen- de integridade .
(Conduta . o ot . o . e encaminhamento
... automatizar avaliagdes, dos; respostas automdticas volvida; perda cientifica e viola- N ~
Antiética) . . L X - S a coordenagdio ou ao
configurando pldagio em provas; submisséo de total de autoria ¢dio dos principios A N .
. . . . . comité de integridade
e md conduta acadé- textos gerados integralmente e autonomia. de honestidade (Dergaa et al, 2023;
mica. or 1A, intelectual. o ; ’
P Mijwil et al., 2023).

A Tabela 14 propde um modelo pedagdgico de governanga ética do uso da
IA, baseado em critérios graduais de responsabilidade e intencionalidade.
O uso permitido refor¢ca o protagonismo discente e promove o desenvolvi-
mento de competéncias cognitivas e comunicacionais, enquanto o uso de-
saconselhado requer acompanhamento docente e formagéo critica. Ja o
uso proibido representa infragdo ética grave, cuja prevengéio deve ser uma
prioridade institucional.

Nas avaliagdes académicas, o uso da GenlA deve ser transparente
e declarado. Todo trabalho que envolva GenlA deve incluir uma seg¢dio de
reconhecimento do tipo e extenséo do uso, conforme orientam as politicas
editoriais internacionais (Tang et al., 2024; Elsevier, 2024b). O docente, por
sua vez, deve especificar nos critérios de avaliagdo quais etapas do pro-
cesso — como pesquisa bibliogrdfica, revisdo textual ou estruturagdo de
argumento — podem contar com auxilio da IA e quais demandam autoria
integral. O descumprimento dessas regras constitui violagdio de integridade
académica e pode implicar penalidades conforme o cdédigo institucional
(UNESCO, 2025b; UFSC, 2024).

A formagdo ética e critica diante da IA exige mais do que normas:
requer vivéncia reflexiva. Nesse sentido, o professor deve incorporar & sua
prdtica estratégias pedagdgicas como debates mediados sobre dilemas
éticos reais, estudos de caso sobre pldgio automatizado e vieses algoritmicos,
e laboratdrios de ética digital, nos quais estudantes possam simular decisdes
diante de situagdes complexas de autoria compartilhada e verificagdo de
fontes (Sampaio, Sabbatini & Limongi, 2025; Floridi & Cowls, 2022). Essas me-
todologias transformam o aprendizado sobre GenlA em experiéncia ética
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e epistemoldgica, ajudando os alunos a compreender o impacto cognitivo
e moral da tecnologia no conhecimento cientifico e social (Birhane, 2021;
Ryan & Stahl, 2021).

Deste modo, o uso responsdvel da GenlA em sala de aula deve
estar diretamente vinculado ao desenvolvimento de competéncias para a
Educagdo 5.0 e aos Objetivos de Desenvolvimento Sustentdvel (ODS 4 e 9),
que visam educagdo de qualidade e inovagdo ética (OECD, 2023; UNESCO,
20250). Espera-se que os alunos desenvolvam as seguintes competéncias
fundamentais: pensamento critico e ético diante da tecnologiq; literacia
digital e algoritmica para tomada de deciséo responsdvel; colaboracdo
homem-mdquina em contextos de pesquisa e inovagdo; e consciéncia so-
cioambiental sobre o impacto tecnolédgico. Dessa forma, o professor torna-se
além de transmissor de conteudo, o curador epistemoldgico, responsavel
por garantir que a GenlA seja usada como ferramenta de ampliagéo do
pensamento humano — e ndo como substituto da inteligéncia critica que
sustenta a esséncia da educacgdo e da ciéncia.

No Trabalho de Conclusédo de Curso (TCC)

A autoria académica, em tempos de mediag¢do algoritmica, deve ser com-
preendida ndo como uma simples redagdio textual, mas como processo
cognitivo e interpretativo, no qual o estudante demonstra capacidade de
julgamento critico, reflexdo auténoma e responsabilidade epistemoldgica
sobre o conhecimento que produz. De acordo com Becher e Trowler (2001),
a autoria decorre da imersdo do sujeito nas “tribos académicas” e em seus
modos proprios de produzir e validar saberes. Ja Steneck (2003) enfatiza que
o pesquisador € o garantidor ético e intelectual da integridade cientifica, e
ndo estritamente um executor de técnicas. Nessa perspectiva, GenlA pode
atuar como apoio instrumental, mas jamais como coautora ou substituta da
deliberagdo humana. A UNESCO (2025b) reforca esse principio ao destacar
que o uso ético da IA na educagdo e na pesquisa deve sempre preservar a
agéncia e a responsabilidade moral do autor humano. Assim, o estudante
permanece o centro cognitivo e ético do processo, sendo a GenlA apenas
uma ferramenta de ampliagdo, e nunca de substitui¢do, do raciocinio autoral.

Para operacionalizar o conceito de autoria plena, propde-se a clas-
sificagdo dos usos permitidos da GenlA em trés niveis de apoio auxiliar no
trabalho de conckuséo de curso, cada qual com diferentes graus de risco
ético e exigéncia de supervisdo (Delios, Tung & van Witteloostuijn, 2025; Sam-
paio, Sabbatini & Limongi, 2025). O apoio técnico refere-se ao uso da GenlA
para tarefas mecénicas, como corregéio gramatical, tradugdo preliminar
e formatacdo de referéncias segundo normas da ABNT ou APA — sempre
mediante declaragdio explicita de uso e reviséo humana posterior (Elsevier,
20240; ANPAD, 2023). O apoio metodolégico abrange sugestdes de estrutu-
ra textual, de roteiros de andlise ou organizac¢éio de capitulos, devendo ser
discutido e validado com o orientador para garantir coeréncia tedrica e
metodoldgica (Tingelhoff, Brugger & Leimeister, 2025; Rohman et al., 2023).
J& o apoio heuristico inclui o uso da GenlA na fase inicial do projeto para
brainstorming de ideias, busca exploratdéria de referéncias e elaboragdo de
perguntas de pesquisa, desde que as fontes sejam verificadas em bases
cientificas confidveis (Hanafi, Al-Mansi & Al-Sharif, 2025; Ganguly et al., 2025).
Esses trés niveis permitem ao estudante usar a IA como recurso comple-
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mentar e legitimo, desde que de forma transparente, ética e validada pela
orientagéo académica.

Em contrapartida, séio vedados os usos que envolvem substituicdo
da autoria intelectual ou falsificagdo cognitiva, como a redagéio integral
de capitulos, geracdo automdtica de resultados empiricos, interpretacdéo
de dados ou formulagdio de hipdteses e conclusdes. Essas praticas violam
o principio de autoria humana e a integridade cientifica, configurando ma
conduta académica (Lund et al., 2023; Bouter et al., 2022). Da mesma forma,
ndo é permitido utilizar a A para criar citagdes inexistentes, simular andlises
estatisticas, ou produzir conteudo sem leitura critica e validagéio metodold-
gica (Dergaa et al., 2023; Mijwil et al., 2023). Assim, o uso ético da IA deve ser
delimitado por fronteiras claras entre assisténcia linguistica e autoria intelec-
tual, sendo esta ultimairredutivelmente humana (Floridi, 2022; Foucault, 1969).

A transparéncia &€ um pilar da integridade cientifica e deve orientar
o processo de orientagdo e avaliagdo do TCC. Recomenda-se aimplementa-
¢8o de um Protocolo de Acompanhamento Etico, composto por trés etapas
sucessivas: (1) uma declaracgdo inicial de uso previsto, assinada por discente e
orientador, detalhando o tipo de ferramenta e sua finalidade; (2) um registro
periédico de uso efetivo, incorporado aos relatdrios de orientacéio, contendo
evidéncias dos prompts e versdes utilizadas; e (3) uma declaragdo final de
uso, anexada ao TCC, informando claramente as ferramentas aplicadas e
a extensdo do uso (Tang et al.,, 2024; Springer Nature, 2024). Esse protocolo,
inspirado nas prdticas editoriais internacionais, promove rastreabilidade,
auditabilidade e refor¢ca a confianga institucional no processo de pesquisa
(Yinet al., 2025; Ganjavi et al., 2024).

De acordo com Tang et al. (2024) e Springer Nature (2024), a auséncia
de documentagdio formal sobre o uso de IA nas etapas de pesquisa com-
promete a confianga institucional e a autenticidade autoral. Para enfrentar
esse desafio, propde-se a Tabela 16 — Estrutura Metodolégica do Protocolo
de Acompanhamento Etico (PAE) para o Uso da GenlA em TCC, composto
por trés etapas articuladas — declaragdo inicial de uso previsto, registro
periddico de uso efetivo e declaragdo final de uso. Esse modelo, inspirado
nas prdticas de integridade editorial e cientifica internacionais (Yin et al.,
2025; Ganjavi et al., 2024), visa fortalecer aresponsabilidade académica e a
transparéncia epistémica, permitindo auditoria posterior sem comprometer
a autonomia pedagdgica.
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Tabela 15

Estrutura Metodoldgica do Protocolo de Acompanhamento Etico (PAE) para o Uso da GenlA em TCC

Etapa do

Descrigdo e Objetivo Etico

Contetidos e Informagdes

Responsaveis

Riscos Eticos e
Mecanismos de

Instrumentos
de Registro e

Protocolo Requeridas Diretos - o -
Prevengdo Verificagéo
Risco de uso
Formaliza a intengéo de uso Identificagdo da ferramenta (ex.: Discente & indevido ou
da GenlA, especificando ChatGPT, Copilot, Gemini); vers@o X ndo declarado; Termo de Declaragéo
- - N . - orientador L .
1. Declaragdo ferramentas, finalidades e e par@metros técnicos; finalidade (com homo mitigado pela de Uso Previsto (TDU),
Inicial de Uso limites éticos. Assegura que o (apoio linguistico, metodolégico logacdo da exigéncia de au- registrado digital-
Previsto discente e o orientador com- ou heuristico); nivel de superviséo coirfiena &0 torizagdo prévia mente e arquivado
preendam as fronteiras entre planejado; assinatura de respon- de curso) ¢ formal e clareza na pasta do aluno.
apoio técnico e autoria. sabilidade conjunta. : sobre propésitos
pedagdgicos.
Risco de sub-
. notificagéo ou 2
- . . Discente . < ~ Relatdério de Acom-
Documenta o uso real da Relatdrios bimestrais ou semes- ) manipulagdo de oy
. . (responsavel . L. panhamento Etico
. GenlA ao longo do desenvol- trais contendo descrigéo de . registros; mitiga- .
2. Registro . L " pelo registro) (RAE) incorporado
A vimento do TCC, promovendo atividades realizadas com GenlA, . do por acompa-
Periédico de L . - e orientador aos documentos de
0 rastreabilidade continua e exemplos de prompts utilizados, . nhamento em . ~ .
Uso Efetivo . X PR - (responsavel . . orientagdo e arqui-
evitando discrepéncias entre versdes de ferramentas, tempo de . reunides formais .
~ A ~ N pela valida- . ~ vado na secretaria
plano e execugdo. uso e validagdo pelo orientador. - e verificagéio de
Gdo). o do curso.
consisténcia nos
relatorios.
P Risco de incon-
. RPN Sumdrrio final de ferramentas e . N
Consolida o histérico ético ~ i~ e Discente e sisténcia entre
) fungdes utilizadas; justificativa . s R
do uso da GenlA, informando . S orientador relato e prdatica; Declaragéo Final de
~ P . pedagdgica do uso; descrigdio . . .
3. Declaragdo com transparéncia o tipo e a G (com ciéncia mitigado por and- Uso (DFU), anexada
. . L - das contribui¢gdes da IA; declara- . .
Final de Uso extensdo da utilizagéo. Deve - . - - da banca lise cruzada entre ao TCC e registrada
N ¢do de revisdo e validagéo huma- R .
ser anexada ao TCC e assina- ; A avaliadora e TCC, relatorios e na ata de defesa.
. na integral; anexos de evidéncias ~
da por ambos os envolvidos. L. coordenagdo). metadados das
(quando aplicavel). versdes
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A implementacdio deste protocolo garante padronizagdo, ética e verifica-
bilidade no uso de GenlA durante a produgéo de TCCs, permitindo que o
processo de orientagdo evolua para uma prdtica transparente, auditavel e
pedagdgica. Além das declaragdes formais, o processo de orientagdo deve
incluir momentos de reflexdo ética e epistemoldgicasobre o uso da GenlA.

O TCC deve ser concebido como espago de formagédo critica, no
qual o discente reconhece as implicagdes do uso de sistemas generativos
para a produgcdo de conhecimento. Sugere-se que cada trabalho inclua
um subitem intitulado “Reflexdes Eticas sobre o Uso de GenlA”, no qual o
estudante descreva os limites de sua interagcdo com a tecnologia, avalie
a confiabilidade das informacgdes obtidas e discuta o papel da GenlA na
construgdo do raciocinio cientifico (UNESCO, 2025q; Francis, Jones & Smith,
2025). Essa prdtica desloca o foco punitivo para uma abordagem educati-
va e formativa, promovendo o desenvolvimento da consciéncia ética e da
autonomia intelectual (Birhane, 2021; Ryan & Stahl, 2021).

A fim de garantir uniformidade e justica avaliativa, recomenda-se
a adogdio de Tabela 17 - Estrutura Metodolégica do Checklist de Conformi-
dade Etica no Uso da GenlA em Trabalhos de Concluséo de Curso, como um
Checklist de Conformidade Etica pelas bancas e orientadores. Esse instru-
mento deve verificar: (1) a existéncia da declaragéo de uso da GenlA; (2) a
coeréncia entre o uso relatado e o escopo do trabalho; (3) a evidéncia de
raciocinio humano e interpretagdo prépria; e (4) a originalidade e autentici-
dade textual, aferidas por ferramentas institucionais de verificagdo (SemeAd,
2025; UFSC, 2024). Esse checklist pode previnir arbitrariedades e fortalecer
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Tabela 16

uma cultura de integridade e responsabilidade cientifica (Radanliev, 2025;
Resnik & Hosseini, 2025).

Estrutura Metodolégica do Checklist de Conformidade Etica no Uso da GenlA em Trabalhos de Concluséo de Curso

Dimensdo Avaliada

Descrigdo e Objetivo

Etico-Académico

Critérios Especificos
de Verificagdo

Evidéncias Esperadas

Riscos Eticos
Identificados

Acdes Corretivas e
Formas de Supervisdo

1. Declaragéo de Uso
da GenlA

Garante transparén-
cia e rastreabilidade,
certificando que o
estudante declarou
formalmente o uso da
GenlA e especificou
sua finalidade.

Existéncia do termo
de declaragédo inicial
e final; especificagéio
da ferramenta, verséo,
pardmetros e finalida-
de de uso.

Documentos anexa-
dos ao TCC; assina-
turas do discente e
orientador; registro
institucional.

Omisséo ou decla-
racgdio genérica de
uso; auséncia de
informagdes técnicas
detalhadas.

Solicitagéio de
complementagdo
documental; registro
em atag; reavaliagdo
da declaragdo antes
da defesa.

2. Coeréncia entre
Uso Relatado e
Escopo do Trabalho

Avalia se o uso da

|IA é proporcional e
pertinente aos obje-
tivos do estudo, sem
interferir na autoria
cientifica.

Compatibilidade
entre as fungdes da
GenlA e as etapas do
TCC (apoio técnico,
metodolégico ou
heuristico).

Coeréncia entre
metodologia descrita
e prdticas declaradas;
mengdo explicita na
se¢do metodoldgica.

Uso excessivo ou inde-
vido da IA em etapas
interpretativas;
distorgdio do escopo
original.

Revisdo pelo orienta-
dor; emissdo de pare-
cer de conformidade
metodolégica; reco-
mendagdo de ajustes
no relatdrio final.

3. Evidéncia de
Raciocinio e
Interpretagdo
Humana

Assegura que o texto
demonstre autonomia
cognitiva, criticidade
e julgamento humano,
preservando a autoria
plena.

Presenga de argu-
mentagdo prépria,
interpretagdo de
dados, reflexdo
tedrica e consisténcia
analitica.

Segdes de andlise
e discusséo com
autoria evidente;
consisténcia légica
e semdntica néo
automatizada.

Risco de passivi-
dade cognitiva ou
dependéncia da IA
para formulagéo
argumentativa.

Revisdo da banca;
devolutiva com exi-
géncia de reescrita;
orientagdo comple-
mentar em ética e
autoria.

4. Originalidade e
Autenticidade Textual

Verifica se o trabalho
mantém autentici-
dade e ineditismo,
respeitando direitos
autorais e evitando
plagio automatizado.

Uso de softwares
institucionais (Turnitin,
CopySpider, GPTZero,
entre outros); and-

lise qualitativa das
segoes.

Relatdrio de simila-
ridade institucional;
anexo de autenticida-
de textual; parecer de
orientador e banca.

Risco de contelido
plagiado, fabricado
ou gerado integral-
mente por IA; falsifi-
cagdo de citagdes.

Abertura de sindican-
cia ética; reprova-
¢do do trabalho;
treinamento adicional
sobre integridade
académica.
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A adocéo deste Checklist de Conformidade Etica assegura que o processo
de avaliagdio do TCC transcenda a simples verificagdo formal, incorporando
dimensdes éticas, epistémicas e formativas. Ao permitir que orientadores e
avaliadores identifiguem indicadores de integridade, autenticidade e auto-
ria cognitiva, o instrumento fortalece a confianga institucional e promove a
cultura da ética aplicada & pesquisa.

O uso ético da GenlA na elaboragdio do TCC deve equilibrar inovagéo
tecnoldgica e responsabilidade epistemolédgica. O estudante pode recorrer
& GenlA para aprimorar a clareza linguistica, organizar ideias ou otimizar
tarefas técnicas, mas deve manter o controle total sobre o pensamento, o
argumento e a interpretagdo. O uso consciente da GenlA transforma o TCC
emum exercicio de maturidade cognitiva, no qual a tecnologia ndo substitui
o raciocinio, mas amplia a capacidade humana de refletir, criar e aprender.
Assim, conforme propdem Floridi e Cowls (2022) e a UNESCO (2025b), a ética
no uso da inteligéncia artificial ndo se limita a uma regra de conduta, mas
uma prdatica de cidadania académica — que reconhece na autoria humana
o verdadeiro fundamento do conhecimento cientifico.
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POSICIONAMENTO DAS EDITORAS CIENTIFICAS
SOBRE O USO DE INTELIGENCIA ARTIFICIAL
GENERATIVA NA PESQUISA CIENTIFICA

A adocdo de ferramentas de GenlA pelas editoras cientificas tem provocado
uma profunda reconfiguragéio das prdaticas editoriais, exigindo um equilibrio
entre inovagdio tecnoldgica e preservagdo da integridade epistémica da
ciéncia. As principais editoras internacionais — Elsevier, Emerald Publishing,
Springer Nature, Taylor & Francis, SAGE Publishing, Wiley, Oxford University
Press e Yale University Press — tém construido politicas convergentes que
reconhecem o potencial instrumental da GenlA, mas também impdem lim-
ites rigorosos quanto & autoria, & transparéncia e a responsabilidade ética
do pesquisador. Essas diretrizes partem do principio de que a GenlA pode
ser usada como ferramenta auxiliar — nunca como autora — e que sua uti-
lizagdo deve ser declarada de forma explicita, garantindo rastreabilidade
e conformidade com padrdes éticos de publicagdo (Elsevier, 2024; SAGE
Publishing, 2023).

A Elsevier (2024) estabelece uma das politicas mais estruturadas,
definindo que a GenlA pode ser utilizada para reviséo linguistica, tradugéo
e apoio na organizagdo de ideias, desde que o autor declare claramente a
ferramenta, a vers@o e o tipo de uso no manuscrito. A editora proibbe expres-
samente que a lA produza conteldo cientifico original, analise dados ou gere
resultados empiricos, reforgando que a autoria € exclusivamente humana.
Além disso, a Elsevier orienta os revisores e editores a identificar tracos de
automatizagdio textual, de modo a proteger a integridade e a originalida-
de do conhecimento cientifico. Essa politica reflete o compromisso com os
Responsible Al Principles, que promovem transparéncia, responsabilidade e
governanga ética nos processos editoriais (Elsevier, 2024).

A Emerald Publishing (2023), por sua vez, adota um posicionamento
semelhante, enfatizando que alA pode ser usada para aprimorar o estilo e a
clareza da escrita, mas néo deve interferir na construgéo tedrica, na formu-
lagdo de hipdteses ou nainterpretagdo de resultados. A editora recomenda
que qualquer uso de GenlA seja acompanhado de declaragdio explicita no
texto ou nos agradecimentos, informando como a ferramenta contribuiu
para o processo. Além disso, a Emerald alerta que o uso indevido — como a
geragdo de trechos de texto semrevisdo critica ou a omisséo da ferramenta
empregada — pode configurar md conduta ética. Esse posicionamento se
ancora em uma ética relacional que considera a IA como instrumento de
apoio e ndo como sujeito epistémico, reafirmando a necessidade de auto-
nomia e discernimento humano no processo de pesquisa (Emerald Publishing,
2023; Oxford University Press, n.d.).

A Springer Nature (2024) define diretrizes particularmente rigidas,
declarando que a GenlA ndo pode ser listada como coautora e que o autor é
integralmente responsdvel por qualquer conteudo produzido com seu auxilio.
A editora autoriza o uso da IA apenas em tarefas de apoio técnico — como
corre¢d@o de gramatica, geracdo de imagens ilustrativas ndo substantivas
ou tradugdo de trechos —, sendo proibido seu uso em partes analiticas,
metodoldgicas ou interpretativas do texto. A Springer também exige a
declaragdo formal e detalhada do uso da A incluindo o nome da ferramenta
e sua funcdio exata, além de exigir consentimento ético do orientador ou
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da instituicdo quando aplicavel. Essa politica reafirma o compromisso da
editora com a rastreabilidade cientifica e a integridade metodoldgica do
conhecimento (Springer Nature, 2024; Taylor & Francis, n.d.).

A Taylor & Francis (n.d.) adota uma postura conciliadora, permitindo
o uso de IA para apoio linguistico e formatacgdo, desde que o pesquisador
mantenha controle total sobre a revisé@o e interpretagdo do conteudo. A
editora enfatiza que os autores devem divulgar de forma transparente
qualquer uso de IA, seja na escrita, na tradugdo ou na geragdio de imagens,
e que o uso indevido poderd resultar em retragdo de artigos ou em medidas
disciplinares. Além disso, a politica da Taylor & Francis introduz o conceito
de “accountable authorship”, em que o autor deve garantir que toda parte
do manuscrito tenha sido verificada e compreendida por um humano, asse-
gurando responsabilidade compartilhada e autenticidade epistemoldgica
(Taylor & Francis, n.d.; Wiley, n.d.).

A SAGE Publishing (2023) refor¢ca que a IA néo pode ser usada para
substituir o julgamento humano, a andilise critica ou a criatividade académica.
Seu uso é permitido apenas para melhorar a clareza e a coeréncia do texto,
e sempre sob a condi¢c@io de declaracdo explicita e validagdo humana. A
editora proibe o uso de IA para gerar dados, referéncias ou se¢des de andli-
se, reconhecendo que tais prdticas comprometem a integridade cientifica
e violam o principio de autoria humana. Além disso, a SAGE incentiva o de-
senvolvimento de politicas institucionais locais que promovam a educagéo
ética sobre IA, de modo a capacitar pesquisadores e revisores a identificar
e gerenciar riscos algoritmicos no processo cientifico (SAGE Publishing, 2023;
Wiley, n.d.).

A Wiley (n.d.) e a Oxford University Press (n.d.) compartilham um
posicionamento similar, determinando que a GenlA pode ser empregada
em fungdes instrumentais, mas que a responsabilidade total pelo conteudo
publicado permanece com o autor humano. Ambas as editoras exigem decla-
racdo publica de uso e recomendam o armazenamento de logs ou histéricos
de interagd@o com IA para fins de auditoria e rastreabilidade. A Oxford, em
particular, adverte que o uso da IA ndo deve alterar o estilo argumentativo,
a coeréncia tedrica ou o conteldo substantivo da pesquisa, reiterando que
a escrita cientifica &, antes de tudo, um ato interpretativo e moral (Oxford
University Press, n.d.; Yale University Press, 2024).

Por fim, a Yale University Press (2024) adota uma abordagem nor-
mativa e pedagdgica, incentivando a reflexéio ética sobre o uso da IA nas
etapas de pesquisa e escrita. Sua diretriz reconhece que a IA pode facilitar
a eficiéncia e a revis@o técnica, mas reforgca que qualquer aplicagdo deve
ser devidamente documentada e interpretada criticamente. A Yale destaca
que o uso ndo declarado ou irresponsdvel da IA pode configurar violagéo
de integridade, devendo as universidades e comités editoriais estabelecer
protocolos claros para registro, monitoramento e auditoria do uso de tecno-
logias generativas (Yale University Press, 2024; Elsevier, 2024).

A consolidagdo de diretrizes editoriais sobre o uso ético e respon-
savel da GenlA representa um marco para a governanga cientifica global.
As principais editoras internacionais — Elsevier, Emerald Publishing, Springer
Nature, Taylor & Francis, SAGE Publishing, Wiley, Oxford University Press e Yale
University Press — tém atuado na formulagéo de politicas que equilibram o
avango tecnolégico com a preservagdo da integridade académica. Essas
politicas ndo apenas regulam o uso da IA em processos de escrita, reviséio
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e publicacdio, mas também reforcam principios de autoria humana, trans-
paréncia, rastreabilidade e responsabilidade moral, transformando a ética

Tabela 18

Comparativo Internacional das Politicas de Uso de GenlA em Editoras Cientificas

Editora Cientifica

Elsevier (2024)

editorial em um eixo epistemoldgico da ciéncia contempordnea.

Usos Permitidos da
GenlA

Revisdo linguisti-

ca, tradugéio de
trechos, organizagéo
preliminar de ideias e
sugestdes de estrutu-
ra textual.

Usos Proibidos ou
Restritos

Produgédo de conte-
udo original, andlise
de dados, geragdio de
resultados empiricos
e textos completos.

Requisitos de
Transparéncia e
Declaragdo

Declaragéio obriga-
téria da ferramenta,
versdo e tipo de

Uso NO Manuscrito;
responsabilidade
integral do autor.

Fundamento Etico e
Epistemolégico

Baseada nos
Responsible Al Prin-
ciples: transparéncia,
rastreabilidade e
integridade.

Implicagdes para a
Pratica Cientifica

Promove governanga
ética e delimita o
papel da IA como
suporte técnico,
preservando a autoria
humana.

Emerald Publishing
(2023)

Melhoria de clareza
e estilo de escrita;
apoio técnico limi-
tado.

Construgdo tedrica,
formulagéo de hipo-
teses e interpretagdo
de resultados; omis-
sdo de uso configura
md conduta.

Declaragdo textual
ou nos agradecimen-
tos, especificando
finalidade e tipo

de contribuigéo da
GenlA.

Etica relacional: a 1A é
vista como instrumen-
to, ndo como sujeito
epistémico.

Estimula o uso
reflexivo da |A e
reforga a autonomia
do pesquisador como
agente moral.

Springer Nature (2024)

Revisd@io gramatical,
tradugdio e imagens
ilustrativas néo subs-
tantivas.

Uso em andlise,
métodos, resultados
ou conclusdes; IA ndo
pode ser coautora.

Declaragéio deta-
lhada de ferramenta,
versdo e fungdo;
consentimento ético
institucional quando
aplicavel.

Enfase em rastreabi-
lidade e integridade
metodoldgica.

Fortalece a confianga
publica na ciéncia e
formaliza a respon-
sabilidade cognitiva
do autor.

Taylor & Francis (n.d.)

Apoio linguistico e
formatagdo; reviséo
assistida com supervi-
s@o humana.

Criagdo de contetdo
substantivo, figuras
interpretativas ou tra-
dugdes automdaticas
sem revis@o.

Transparéncia total
sobre qualquer uso de
IA; relatdrio de confor-
midade ética.

Conceito de accou-
ntable authorship: o
autor € moralmente
responsdvel por todo
o texto.

Estabelece corres-
ponsabilidade ética e
garante autenticida-
de epistemolégica.

SAGE Publishing
(2023)

Corregédo de estilo,
gramdtica e coerén-
cia textual.

Geragdo de dados,
referéncias, andlises
e segdes interpreta-
tivas; proibi¢do de
autoria compartilha-
dacomlIA.

Declaragdo explicita
de uso e validagdo
humana obrigatdria.

Principio da néo
substituigdio do
julgamento humano e
promogéo da forma-
Gdo ética.

Fortalece a cultura
institucional de inte-
gridade e capacita
avaliadores e reviso-
res em ética da lA.

Wiley (n.d.)

Apoio instrumental:
reviséo textual, tra-
ducdo e organizagdo
de ideias.

Intervengdo analitica,
escrita interpretativa
ou criagdo de dados
falsos.

Declaragédio publica
obrigatdria; recomen-
dagdo de registro de
logs para auditoria.

Principio da respon-
sabilidade integral do
autor humano.

Cria condigdes de
rastreabilidade e de
auditoria ética das
interagées com IA.

Oxford University
Press (n.d.)

Fungdes instrumen-
tais, como revisdo
técnica e apoio
linguistico.

Alteragdo de estilo
argumentativo,
coeréncia tedrica ou
conteudo substantivo.

Declaragédo formal de
uso, com descrigdo
da finalidade e do
impacto.

A escrita cientifica
como ato interpretati-
vo e moral.

Refor¢a a dimenséo
ética da autoria e

o papel critico do
pesquisador.

Yale University Press
(2024)

Revis@o técnica e
apoio organizacional;
reflexdo ética sobre
usos pedagdgicos.

Geragdo de texto ndo
declarado; uso em
partes centrais sem
validagdo.

Requer documen-
tagdo detalhada,
registro e auditoria
institucional.

Enfatiza responsabili-
dade social e transpa-
réncia educacional.

Promove cultura de
integridade e ética
reflexiva nas prdticas
de pesquisa.

A andlise comparativa evidencia que todas as editoras convergem paraum
consenso ético: a GenlA pode ser utilizada apenas como ferramenta auxiliar,
nunca como agente de autoria ou interpretacgdo cientifica. As diretrizes de
Elsevier (2024), Springer Nature (2024) e Taylor & Francis (n.d.) enfatizam a
rastreabilidade documental e aresponsabilidade compartilhada, enquanto
Emerald Publishing (2023) e SAGE Publishing (2023) introduzem dimensdes
pedagdgicas e reflexivas, orientando autores e revisores a compreender a
IA como extensdo do pensamento humano, e nédo como substituto cognitivo.

Revista de Ciéncias da Administragdo, Floriandépolis, v. 27, n. 67, p. 1-54, 2025
Universidade Federal de Santa Catarina. ISSN 2175-8077

Revista de
Ciéncias da
Administragao



Janaina Gularte Cardoso - Igor de Jesus Lobato Pompeu Gammarano

Guia para o uso ético e responsdvel da inteligéncia artificial generativa no @mbito académico

RICIA

Revista de
Ciéncias da
Administragao

Essas politicas reafirmam a epistemologia da autoria humana,
sustentada na responsabilidade interpretativa e na consciéncia critica do
pesquisador. Como demonstram as prdticas de Wiley (n.d.) e Oxford University
Press (n.d.), a lA deve ser compreendida dentro de uma ética da informagdo,
em que o conhecimento cientifico permanece uma produgdo moralmente
situada e cognitivamente responsdvel. Em sintese, o conjunto das editoras
estabelece um novo padrdo de integridade editorial, em que autoria, trans-
paréncia e responsabilidade séo indissocidveis, garantindo que a inovagéo
tecnoldégica continue subordinada & ética e & racionalidade humana no
fazer cientifico.

As principais editoras cientificas convergem em um mesmo eixo
normativo: a IA pode ser utilizada como ferramenta de apoio técnico e lin-
guistico, mas seu uso € vedado na produgdio de conteudo cientifico original,
formulacdio de hipdteses, andlise de dados ou elaboragéo de conclusdes.
Além disso, todas as editoras exigem transparéncia, declaragdo explicita
e revis@o humana integral, reconhecendo que a autoria, enquanto ato de
responsabilidade epistémica e moral, permanece exclusivamente humana.
Essas politicas consolidam um novo paradigma editorial em que a tecno-
logia deve servir & ciéncia sem substitui-la, preservando a esséncia critica,
interpretativa e ética da produgdio de conhecimento.

CONSIDERAGOES FINAIS

O presente guia representa um esforgo coletivo e interdisciplinar para com-
preender, sistematizar e orientar o uso ético, eficiente e responsdavel da GenlA
no campo da pesquisa cientifica. Sua elaboragdo baseou-se na andilise critica
de diretrizes internacionais, politicas editoriais e principios de integridade
académica que vém redefinindo as fronteiras entre tecnologia, autoria e
producdo de conhecimento. Ao longo do documento, buscou-se ndio apenas
descrever boas prdticas, mas sobretudo propor um novo pacto ético entre
pesquisadores e tecnologias, fundado na transparéncia, na responsabilidade
epistémica e na valorizagdo da autoria humana.

O guia demonstrou que a GenlA, quando utilizada de modo cons-
ciente e reflexivo, pode contribuir para aprimorar a clareza, a preciséo e a
produtividade cientifica, apoiando processos de revis@io textual, organizacdo
de ideias e estruturagdo de argumentos. Entretanto, reforgcou-se que o uso
ético da IA depende de uma supervis@io humana constante, da explicitagéo
das ferramentas utilizadas e da validagdo critica dos resultados gerados.
Ao reconhecer a importéncia desses principios, o guia reafirma que a tec-
nologia deve permanecer subordinada & razéo humana, garantindo que o
julgamento, a criatividade e a interpretagcdo continuem sendo dimensdes
essencialmente humanas da ciéncia.

Os resultados aqui sistematizados revelam que o uso ético da GenlA
requer mais do que regras técnicas: exige uma transformagdo cultural no
modo como a academia compreende a autoria, o rigor e aintegridade cien-
tifica. Essa transformagdo implica o fortalecimento de uma educagéo ética
e digital, em que docentes, discentes e pesquisadores sejam capacitados
para identificar riscos epistémicos, como vieses algoritmicos e alucinagdes
de conteudo, e para aplicar critérios de verificagcéio e rastreabilidade em
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suas praticas de pesquisa. Dessa forma, o guia ndo se limita a normatizar
comportamentos, mas propde caminhos formativos que integrem a ética
da informagdo, a responsabilidade cognitiva e a consciéncia critica no co-
tidiano académico.

A expectativa é que este guia sirva como uma ferramenta pratica,
pedagdgica e normativa capaz de orientar politicas institucionais, processos
avaliativos e prdticas editoriais no contexto da transformagéo digital da
ciéncia. Ele pretende inspirar uma cultura de inovagdo responsdvel, na qual
a GenlA atue como instrumento de ampliagdo das capacidades humanas

— e ndo como substituto delas. Assim, reafirma-se a convicgdio de que ain-
tegridade, a transparéncia e a autoria humana continuam sendo os pilares

inegocidveis da produgdo cientifica, sustentando o compromisso coletivo

comuma ciéncia ética, confidvel e socialmente relevante.
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