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ABSTRACT: Cognitive semantics has different research methods, such as introspection, corpora analysis, interaction analysis, and experiments. The analysis of ”data in the wild” (corpora and interaction) is generally informed by theories, but rarely by the current landscape of experiments’ findings on language and cognition. The goal of this paper is twofold: first, we want to highlight the possibility and importance of shortening the gap between theory, empirical evidence, and analysis of data in the wild in the study of cognition. Second, we suggest that resorting to the state of the art of empirical research about language and cognition allows for more flexible analyses, which may surpass the limits of current theories. In order to do that, we (i) provide a current overview of neuro and psycholinguistic findings about the grounding of concrete and abstract concepts, (ii) discuss how these findings can support linguistic data analysis, and (iii) emphasize trends toward multiple representation theories and dynamic systems.


RESUMO: A semântica cognitiva possui diferentes métodos de pesquisa, como introspecção, análise de corpora, análise de interações e experimentos. A análise de ’dados produzidos em situações não-controladas’ (corpora e interações) geralmente é baseada em teorias, mas raramente no cenário atual dos resultados de pesquisa experimental sobre linguagem e cognição. Este artigo tem dois objetivos, o primeiro é enfatizar a possibilidade e importância de diminuir a distância entre teoria, evidência empírica e análise de dados linguísticos no estudo da cognição. O segundo é sugerir que recorrer ao estado da arte de pesquisas empíricas sobre linguagem e cognição permite análises mais flexíveis, que podem superar os limites de teorias atuais. Para esse fim, (i) fornecemos
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Experiments offer benefits that escape other approaches, such as the possibility of isolating particular activities, including high-level perception, attention, memory, language, thought, and socio-cultural cognition. In short, as stated by Figueiredo and Siman (2020):

Componential knowledge in the conceptual system supports a wide variety of basic cognitive operations, including categorization, inference, the representation of propositions, and the productive creation of novel conceptualizations. In turn, these basic operations support the spectrum of complex cognitive relations. In the neuro and psycholinguistic arena, scholars dispute the plausibility of theories and constructs from cognitive semantics, moreover, they inquire what else is known about the human conceptual system. For instance, there are debates on the neuro and psychological plausibility of Conceptual Metaphors (cf. HOLYOAK; STAMENKOVIĆ, 2018; GIBBS, 2017; MCGLONE, 2007), on the plausibility and scope of the embodied cognition endeavor (cf. BARSALOU, 2020, 2016; LESHINSKAYA; CARAMAZZA, 2016), on the nature of the conceptual system (cf. BARSALOU, 2012), etc. In this paper, we suggest that there is no a priori reason why data analysis in cognitive linguistics studies cannot benefit from neuro and psycholinguistic findings and pursue a more interdisciplinary endeavor. Experiments offer benefits that escape other approaches, such as the possibility of isolating particular target variables while controlling for confounders.

I INTRODUCTION

Most of cognitive semantics classic constructs are schematic, such as the notions of frames, scripts, conceptual metaphors, idealized cognitive models, etc (e.g., LAKOFF; JOHNSON, 1980; FILLMORE, 1982). These schemas are inferred from patterns in linguistic outputs (e.g., corpora, linguistic interaction, etc.) and introspection. These theoretical constructs are fixed and general abstractions. On the other hand, some data analysis in cognitive linguistics concentrates studies that are socially oriented (e.g., SEMINO et al., 2016; CAMERON et al., 2010; SIMAN, 2015). Traditionally, these linguistic data analyses apply cognitive semantics’ theoretical constructs to data in the wild in order to make claims about people’s conceptualizations of social or political issues or about meaning construction. It is sometimes the case that cognitive theories cannot account for all kinds of data in the wild, since this data is more variable than uncontextualized examples or generalizations over prototypical cases. cases.

In the neuro and psycholinguistic arena, scholars dispute the plausibility of theories and constructs from cognitive semantics, moreover, they inquire what else is known about the human conceptual system. For instance, there are debates on the neuro and psychological plausibility of Conceptual Metaphors (cf. HOLYOAK; STAMENKOVIĆ, 2018; GIBBS, 2017; MCGLONE, 2007), on the plausibility and scope of the embodied cognition endeavor (cf. BARSALOU, 2020, 2016; LESHINSKAYA; CARAMAZZA, 2016), on the nature of the conceptual system (cf. BARSALOU, 2012), etc. In this paper, we suggest that there is no a priori reason why data analysis in cognitive linguistics studies cannot benefit from neuro and psycholinguistic findings and pursue a more interdisciplinary endeavor. Experiments offer benefits that escape other approaches, such as the possibility of isolating particular target variables while controlling for confounders.

1 Data in the wild is the data which is not controlled by an experimental paradigm and stimulus, which is language produced with little or no constraints by the researcher (e.g., corpora, interviews, etc). By contrast, experimental data are, generally speaking, measurements produced during an experiment which has controlled conditions.

2 For Barsalou (2012, p. 239): “The human conceptual system contains people’s knowledge about the world. Rather than containing holistic images of experience, the conceptual system represents components of experience, including knowledge about settings, objects, people, actions, events, mental states, properties, and relations. Componential knowledge in the conceptual system supports a wide variety of basic cognitive operations, including categorization, inference, the representation of propositions, and the productive creation of novel conceptualizations. In turn, these basic operations support the spectrum of complex cognitive activities, including high-level perception, attention, memory, language, thought, and socio-cultural cognition”. In short, as stated by Figueiredo and Siman (2020): “A theory of language needs to account for what kinds of knowledge we have in our conceptual system, how it is organized, how this knowledge interacts with symbols (if they do), and in what kind of contexts different parts of this web of knowledge is active”.

3 Experiments often dialogue with theories in Cognitive Linguistics (e.g. BERGEN, 2012), especially when they support the theories. The connection we want to establish with data analysis in cognitive linguistics is of a different kind: instead of using experiments to support the theory, we suggest that knowledge available in cognitive science can help to surpass theories’ shortcomes. This might be needed for different reasons, as we address in this paper.
In fact, understanding the cognitive science arena, especially the developments on the same subjects studied in cognitive linguistics, may allow for more flexible and empirically supported analyses. Our specific goal is to suggest that the current landscape of findings in cognitive science can complement data analysis in cognitive linguistics by offering different plausible analytical possibilities. Moreover, in general, understanding the paradigm of experimental research in psycholinguistics and principles derived from neurolinguistic’s literature can support deeper reflections on what may count as a cognitive pattern or a socially emergent pattern in some corpora.

The possibility of dialogue between cognitive linguistics and other cognitive sciences - beyond theory testing - is numerous. For instance, Bowdle and Gentner (2005) present an alternative metaphor theory to Conceptual Metaphor Theory (LAKOFF; JOHNSON, 1980) - a theory that is based on experiments’ results and is being used and extended by Steen (2017).

To achieve our aim, timely, we present some recent findings and debates regarding the study of concrete and abstract concepts and the multiple representational and dynamic perspectives that emerge from this literature. Thus this paper is divided into the following sections: section 2 considers what is embodied about semantics - this is a review that highlights the importance of grounded cognition research to our field; section 3 refers to concrete and abstract concepts, focusing on recent insights about the nature of abstract concepts; section 4 is about what we can learn from these findings, in which we focus on how the notions of multiple representations, dynamics, and the principle that “neurons that fire together wire together” can inform decisions and discussions during the analysis of data in the wild; section 5 we make our final remarks and suggest (i) that linguists can also contribute to the characterization of concepts by further specifying its differences and (ii) that cognitive linguists can benefit from resorting to what is discussed in cognitive science. The literature and issues were selected with the purpose of illustrating how to bridge the gap between socially-oriented research (or data analyses focused on discussing social problems), empirical evidence, and theories.

2 WHAT IS EMBODIED IN SEMANTICS?

The claim that language is embodied is important for cognitive linguists, thus the discussion on embodiment will serve us as a guiding line in our discussion about multiple representationalism4 and dynamics, which we argue are relevant themes for data analyses.

There are, in fact, many embodied approaches to cognition and many definitions of embodiment (LAKOFF; JOHNSON, 1999; BARSALOU, 1999, 2008; BERGEN, 2012; VARELA et al., 1991). Here we review the two most important claims about embodiment for cognitive linguistics. First, the claim that embodied experiences shape cognition (subsection 2.1), which is generally known by linguists, and second (subsection 2.2) the disputed claim that lower-level perception and action systems (e.g., olfactory, visual, gustatory, etc.) are involved in higher-order cognition, which is best known in other fields (e.g., psychology, neuroscience, etc.).

2.1 EMBODIED EXPERIENCES SHAPE COGNITION

One important claim from embodied theories is that embodied experiences shape cognition and language. This claim is illustrated by Lakoff and Johnson (1980, 1999), who argue, for example, that only because human bodies have “fronts” and “backs”, they

---

4 Roth (2010, p.32) states that: “a pervasive assumption in cognitive science is that the mind/brain employs and processes representations in the service of reasoning, thinking, categorizing, planning, problem-solving, understanding, imagining, remembering, and perceiving”. Representations are cognitive symbols that represent reality in its absence. The concept of “Dog” is composed of representations in our mind/brain that allows us to think about dogs, recognize dogs, understand a text about dogs, etc. The multiple representation approach emphasizes the role of different types of experiences, as diverse as embodied and linguistic, in giving rise to our representation.

5 Mitchell (2009, p.16) explains that: “[d]ynamical systems theory (or dynamics) concerns the description and prediction of systems that exhibit complex changing behavior at the macroscopic level, emerging from the collective actions of many interacting components”. In the case of representations, Onnis and Spivey (2012, p.134) affirm that “various sources of information contribute to the co-emergence of dimensions of representation. Since each dimension of knowledge emerges gradually, multiple dimensions can provide statistical support to one another in highly interactive ways, and perfect correlations are not necessary”. Dynamic approaches are an alternative to the computational metaphor of the mind: instead of describing representation and processing as fixed and linear, it assumes dynamic and probabilistic mental activities (SPIVEY, 2006; GIBBS, 2019).
organize the world according to these concepts. "Fronts" are attributed to inanimate objects, such as TVs or refrigerators, in reference to the part of the object with which we interact: the front of the TV is the part that we watch, that we attend to as if the TV were a person. This "front" and "back" scheme would make no sense if we had other types of bodies, for example, if we were a ball. Nevertheless, it is not the case that we must have only embodied concepts, nor that all cultures must have the same embodied concepts (although there are some quasi-universal embodied concepts, cf. KÖVECSES et al., 2003). Lakoff and Johnson's theory simply acknowledges that we do have concepts shaped by our embodied experiences and that this should be part of our understanding of language and cognition.

There is massive evidence that our embodied experiences shape cognition and language (the review in this paper will showcase some of this evidence). Some examples will be discussed throughout this paper, especially in the "conceptual metaphor" section.

### 2.2 LOWER-LEVEL PERCEPTION AND ACTION SYSTEMS ARE IMPLICATED IN HIGHER-ORDER COGNITION

The claim that lower-level perception (e.g., olfactory, visual, gustatory, etc.) and action systems are involved in higher-order cognition is highly disputed in the cognitive sciences (e.g., LESHINSKAYA; CARAMAZZA; 2016; GOLDINGER et al., 2016; MAHON, 2015), but it is less so in cognitive semantics, which is generally focused on more abstract schemas. In this section, we will focus on briefly explaining the theories behind the claim that perception and action systems are part of what concepts are, contra the classic symbolic approaches that state that concepts are abstract representations (cf. BARSALOU, 2010, 2012). Evidence will be provided in the next section.

#### 2.2.1 Grounding cognition

For Barsalou (2015, p. 3), “[…] grounded cognition acknowledges all the domains in which cognition is grounded and from which it emerges”, i.e. sensorimotor systems, the physical environment, and the social environment. According to this view, understanding the conceptual system involves multiple experiential dimensions, and empirical research on grounded cognition, as we will show in section 3, emphasizes the role of perceptual and action systems in meaning.

In explaining the conceptual system, the major premise of grounded cognition theories is that words get linked to the perception and action circuits or any low-level mechanism implicated in primarily situated experiences that they frequently correlate with, by Hebbian and anti-Hebbian principles, i.e. "neurons that fire together, wire together" and "neurons out of synch, delink", respectively (PULVERMÜLLER, 2013). The basic idea is that the learning and use of words frequently happen in the presence of their referents, which tend to co-occur with the activation of sensorimotor and affective systems. Thus, the meaning of a word is partially explained by these distributed systems that integrate our experiences with that word, even though a word meaning cannot be reduced to its sensorimotor and affective components (BARSALOU, 2016), as we will discuss in the following sections.

The emphasis on grounding concepts on experience does not imply that grounded approaches are completely incompatible with classic symbolic (e.g., FODOR, 1975) or with statistical/dynamic systems approaches to cognition (e.g., SPIVEY, 2006). For Barsalou (2015, p.1), “…a concept is a dynamical distributed system in the brain that represents a category in the environment or experience, and that controls interactions with the category’s instances (e.g., the concept of bicycle represents and controls interactions with bicycles)". Concepts are dynamic because they may change throughout life (e.g., think of what “love” is for a child, a teenager, or an adult), not to mention throughout history, cultures, and contexts; and concepts are distributed because they engage different systems in the brain (sensorimotor, vision, auditory, etc.).

---

6 Classic symbolic approaches are theories that emerged in the 1950s, which understand cognition through the “computer metaphor”. From this perspective, the mind is supposed to abstractly represent the world and perform computational operations on it. The best-known approach to language from this perspective is the Generative Grammar (CHOMSKY, 1957).

7 Statistical approaches to cognition emphasize the "Bayesian" aspect of the mind in learning from experiential distributed patterns. Dynamic approaches, based on the dynamic systems theories, emphasize the roles that networks of knowledge and weighted frequency distribution play in the mind. Some of these approaches are non-symbolic; they reject the "computational metaphor of the mind", substituting it for the "dynamic systems metaphor of the mind" (e.g., SPIVEY, 2006). The grounded cognition approach is very consistent with the dynamic systems approach to cognition. Concepts, in this case, are distributed neuronal assemblies that are partially and probabilistically activated (instead of being discrete entities, as the classic symbolic approach would claim).
As we mentioned above, in spite of that, grounded cognition can also be compatible with classic symbolic approaches, since it is possible to consider that the dynamical distributed system has imagetic content to which symbols are bounded, establishing a type-token mapping (BARSALOU, 2012). Moreover, symbol combination would involve the manipulation and integration of image components to construct structured images that implement complex symbolic propositions (ibidem). In neurological terms, Pulvermüller (2012, p. 90) considers the relationship between words and perception and action circuits to be realized in a distributed manner:

The binding of these features [features of an object that have inputs from different modalities, e.g. shape, smell, etc.] into one coherent representation could, in principle, be instantiated by pathways linking the sensory information from different modalities to the same “central” neuron(s). These critical cells should then be housed in areas where inputs from many sensory fields converge (Damasio, 1989). It is, however, not necessary to assume a single central convergence area, or a local (set of) cardinal cell(s). The neuroanatomical connection pattern of the cortex indicates that links between primary cortices are provided through more than one route, involving several non-primary areas. There is, therefore, no need for assuming single specialized areas or neurons for binding of the information defining engrams. Together with the neuroscientific knowledge about cortico-cortical connections, the correlation principle suggests that it is the entire ensemble of cortical cells frequently activated together when certain objects are being perceived, or when specific actions are being carried out, that develops into the functional unit realizing the object or action at the neuronal level.

Thus, some grounded approaches are symbolic, whereas others are non-symbolic. The bone of contention of grounded approaches is that perceptual and action systems are involved in meaning, even if not in all contexts (BARSALOU, 2016). In short, grounded approaches claim that conceptual processing involves a hierarchy of interconnected and distributed functional systems, which get established, for instance, when language processes frequently correlate with perception and action systems, strengthening their neuronal connection. These neural circuits may include modality-specific, multimodal areas, and amodal or polymodal hub regions (TOMASELLO et al., 2017; PULVERMULLER, 2005, 2018).

Since the classic approach to cognition is centered in the premise of symbols being amodal, i.e. disconnected from sensorimotor and affective systems, much of the grounded cognition research has been dedicated to demonstrating that concepts are grounded in sensorimotor systems and that processing conceptual information recruits these systems, i.e. sensorimotor information is not epiphenomenal to conceptual processing; it is not a “spill-over” effect. In the next sections, we present some of the empirical research which has provided evidence for the claim that concepts are grounded in sensorimotor systems and other types of experiential information.

3 WHAT ARE CONCRETE AND ABSTRACT CONCEPTS?

In this section, we will present neuro and psycholinguistic evidence that concepts are grounded in perception and action systems. We discuss the embodiment of concrete concepts (subsection 3.1), abstract concepts (subsection 3.2), and the polemics about the relationship between metaphors and concepts (subsection 3.2.1), which are relevant subjects in the cognitive sciences.

3.1 CONCRETE CONCEPTS

Concrete concepts are generally defined as concepts related to referents that are (often) physically and spatially constrained and experienced by our five senses (cf. BARSALOU; WIEMER-HASTINGS, 2005). Research in grounded cognition has come a long way into finding evidence that processing concrete concepts recruits partial systems that are active when we experience the same referent in the world. For concrete concepts, research focuses on showing that sensorimotor systems in the brain are not only active during passive recognition of words (and other tasks), but it is active at very early stages of processing, which should indicate that these systems are recruited for language processing (i.e. their activation is not an epiphenomenon).

---

8 Modal systems are systems like the sensorimotor, visual, gustatory, olfactory, motor, etc (i.e. systems involved in perception and action). Amodal system is the name given to abstract systems (e.g. feature-based systems used in computational theories about cognition). Polymodal system is a novel name given to amodal systems, in recognition of the fact that no semantic knowledge is amodal: they allude to some modality. Multimodal system is generally the name given to the convergence of different modal information, such as visual (e.g. color) and olfactory (i.e. smell).
The evidence covers the activation of somatotopic regions of the brain when processing action related-words, for instance, feet-related action words, as ‘kick’, should activate feet-related areas in the brain, instead of hand-related areas (PULVERMÜLLER, 2005; PULVERMÜLLER; FADIGA, 2010; PULVERMÜLLER, 2018; GARCIA; IBÁÑEZ, 2016).

Other sensorial systems are also empirically explored. Research shows that words that have high olfactory associations (e.g., cinnamon) activate the primary olfactory cortex (GONZÁLEZ et al., 2006). Also, gustatory-related words (e.g., salt) activate the primary and secondary gustatory cortices (BARROS-LOSCERTALES et al., 2011). In addition to that, sound-related words (e.g., telephone) elicit high activation of the superior temporal cortex (KIEFER et al., 2008). Some words strongly evoke visual properties, be it color or shape, and activate occipitotemporal visual processing regions (MARTIN; CHAO, 2001; MARTIN, 2007; AMSEL et al., 2014; DEL PRADO MARTIN et al., 2006).

In short, studies show evidence that sensorimotor systems are recruited for processing words in all modalities (gustatory, auditory, visual, olfactory, sensorimotor). More than that, there is support for the claim that the activation of sensorimotor systems is not an epiphenomenon since these systems are active at very early stages of language processing (cf. KIEFER et al., 2008; KIEFER, et al., 2011; GARCÍA et al., 2019). This is not to say that sensorimotor systems need to be recruited at all times: there are contextual variations even for the so-called “essential features” of any concept (BARSALOU, 2016). This also does not mean that sensorimotor systems are indispensable, or that the absence/compromise of sensorimotor systems (e.g., by disease) will necessarily impair conceptual processing (even though it happens in some cases). There are compensatory mechanisms involved in the conceptual organization (ibidem). Thus, grounding concepts is something that the mind does, and it explains our rich and variate capacity of understanding the language.

There is increasing support in the cognitive sciences for the idea that we use sensorimotor information for forming concepts when we have access to it (ANTONUTTI; ALT, 2011). However, our conceptual knowledge should not be restricted to sensorimotor information: humans mature and are able to associate information (e.g. through linguistic inputs and co-occurrence of information) to develop concepts further, which emphasizes the importance of language itself in the grounding of concepts (BORGHI et al., 2018; DESAI et al., 2018; FIGUEIREDO; SIMAN, 2020).

3.2 ABSTRACT CONCEPTS

Establishing the grounding of concrete concepts has been shown to be possible and is an important topic in the literature. Abstract concepts, on the other hand, have a history of being a challenge to many theories (BARSALOU, 2016; GALETZKA, 2017). For earlier theories that accepted the role of sensorimotor systems for grounding concrete concepts, abstract concepts were assumed to be too "abstract", forcefully symbolic (PAIVIO, 1986). But every day more, grounded cognition research is gathering evidence for the grounding of abstract concepts, as this section will show.

In this section, we will first present the original claim that abstract concepts were mostly metaphorical. Then, we will present some recent research on the grounded aspects of abstract concepts.

3.2.1 Abstract concepts and Conceptual Metaphors

Conceptual Metaphors (LAKOFF; JOHNSON, 1980) are metaphors that are entrenched in culture and, as claimed by Lakoff and Johnson, in thought. They are systems of cross-domain mappings that are assumed to be automatically and unconsciously activated when we process metaphors that are based on these systems. There are thousands (LAKOFF, 2012) of systematic schemas (“in the conceptual system”) that underlie everyday metaphoretic expressions (“in linguistic outputs”). For example, the expressions “This relationship is going nowhere”, “We are spinning our wheels”, “Our marriage is on the rocks” are all instantiations of the conceptual metaphor LOVE IS A JOURNEY, which comprises cross-domain mappings as LOVERS ARE TRAVELLERS, RELATIONSHIP IS A VEHICLE, DIFFICULTIES (IN THE RELATIONSHIP) ARE OBSTACLES (IN THE JOURNEY) and so on (cf. LAKOFF, 2008).

One important attempt at grounding abstract concepts was put forward by scholars who study conceptual metaphors (LAKOFF; JOHNSON, 1980; KOVECSES, 2000; GALLESE; LAKOFF, 2005). The basic idea was to ground abstract concepts indirectly (via metaphor) on concrete concepts. From this point of view, it was proposed what later came to be known as the "strong hypothesis"
regarding what abstract concepts were: abstract concepts were almost entirely composed of conceptual metaphors. Conceptual metaphors were assumed to be fixed and enduring projections from more familiar, structured, and concrete domains of knowledge to less familiar, less structured, and more abstract domains. As Sauciuc (2013, p. 244) synthesizes:

CMT [Conceptual Metaphor Theory] posits that only a few basic domains and concrete concepts emerge directly from bodily experience: e.g., spatial orientation, containment, force, and temperature. All abstract concepts – including emotion concepts – are indirectly grounded in these basic domains by sets of enduring metaphorical mappings, whose purpose is to assist understanding the more abstract concepts in terms of the more concrete ones. (KÖVECSES, 2000, p. 4)

The strong view that metaphors were almost entirely responsible for our abstract concepts has been extensively criticized (MURPHY, 1996; SAUCIUC, 2013; BUNDGAARD, 2013, 2019). The “weak hypothesis”, on the other hand, states that abstract concepts were very poor in content, presenting only some interoceptive knowledge and some schemas, for instance, the concept of “love” has the slots of “a lover, a beloved, a love relationship, and not much more” (GALLESE; LAKOFF, 2005, p. 470), and these slots would be the basis which would get mapped out in the metaphoric cross-domain correspondences. What enriched these poor abstract concepts were Conceptual Metaphors: thus, the concept of “love” would be mostly made out of many conceptual metaphors (e.g., LOVE IS A JOURNEY; LOVE IS WAR; LOVE IS A GAME; etc). The weak hypothesis is also problematic:

[...] it has been objected that not all abstract concepts can be explained by recurring to metaphorical mapping and that the mechanism of metaphorical mapping is not sufficient to account for the acquisition of abstract concepts. Thus, CMT, although quite influential, seems to provide only a partial solution to the problem of abstract concepts. (CUCCIO; GALLESE, 2018)

Thus, recent literature suggests that abstract concepts have a rich knowledge system. Metaphors just add knowledge to this already rich system (be it abstract or concrete, since concrete concepts can also imply entrenched conceptual metaphors, e.g., COMPUTERS ARE PERSONS: “My PC does not want to work. It is stubborn.”). What exactly this metaphoric knowledge that integrates concepts might be is a disputed subject (BOWDLE; GENTNER, 2005; GLUCKSBERG, 2003; GIBBS, 2017; STEEN, 2017).

In spite of the disputes over metaphors, and considering that the role of metaphors for abstract concepts is likely to be smaller than previously suggested (CUCCIO; GALLESE, 2018; BUNDGAARD, 2019; see next section), the metaphoric basis of some abstract concepts is still a major research topic and one which has important evidence. A very important work shows how metaphors shape our abstract concepts is Gentner and Boroditsky’s (2001) time experiment. The experiment shows that English speakers’ concept of time includes schemas for ego-moving metaphor (e.g., “we are approaching Christmas”) and the time moving metaphor (e.g., “Christmas is coming”), and having to switch between the two schemas to answer questions produces an increase in time responses. It is important to notice that this finding does not imply that our understanding of the concept of time is completely metaphorical.

The definitions of metaphors changed with time (see LAKOFF; 2008; GIBBS, 2017).

Lakoff’s (2008) and Grady’s (1997) claim that the connection between AFFECTION and WARMTH is a primary metaphor is also challenged by the recent psycholinguistic literature: “while some effects appear to support metaphor theories by showing an overlap of insular cortex activation for social and physical warmth (e.g., INAGAKI; EISENBERGER, 2013), other research has clarified that it is subjective temperature changes that lead to insular cortex activation (CRAIG et al., 2000) while many social and thermoregulatory effects already happen at much lower levels, like at the level of the medial pre-optic area of the hypothalamus (BOULANT, 2000). The more appropriate way to conceptualize the underlying organization of neural systems related to social thermoregulation is as a ‘hierarchical prediction machine’, where higher order areas (e.g., those related to insular cortex activation and monitoring social contact) help foster more efficient activity at lower levels (e.g., regulating temperature and social contact at the hypothalamic level [...]” (IJZERMEN et al., 2018).
but only that metaphors are a part of our systematic knowledge about time and other concepts, and that these schemas are used for reasoning sometimes (for more experiments that support the claim that metaphors are a part of our conceptual system, see: GIBBS, 2017).

3.2.2 The non-metaphorical grounding of abstract concepts

If abstract concepts are not mostly metaphoric, what are they, what are they grounded in, and why do they seem to be more “difficult” to characterize and study?

Following Davis et al. (2020), let us consider the difference between our understanding of the concepts “toast” and “sharing”. While “toast” involves the relationship between bread, butter, heat, and eating; “sharing”, involves the relationship between two or more participants and an “entity” being shared. While the slot (FRAME INDEX, 2021) variations involved in the “toast” instance are of little relevance (brand of butter, exact temperature, etc), the slot variations of “sharing” can be as ample as food, custody, house, etc. And it is not only the case that the slots vary, but the whole action-related schemas (e.g., of sharing food versus sharing a house) vary widely. There are also more subtle differences: “sharing” implies “consent” (e.g., if someone takes part of your food with your consent, you are sharing; if you do not know or allow them to take it, then, it is not sharing), as Davis et al. notice. So while concrete concepts tend to involve objects that we can engage with our senses, abstract concepts are not concepts that do not have a perceptual or action component - as we will show next - but are concepts that nest intricate conditions. For instance, “sharing” needs to be “consented” and “justice” needs to be relative to some variable “cultural standard”. Abstract concepts' slots vary more widely in relation to its content, as well as in relation to its time-course (“sharing a car” is an activity that can be allocated in any time constraints: now, i.e. we are both in the car; or unconstrained, i.e. we take turns in using the same car for an indeterminate time), and the variation in time constraints matters for its meaning.

Thus, as compared to concrete concepts (which tend to be more physically and spatially constrained, and experienced by our five senses, as already mentioned), abstract concepts are:

a. more complex: they typically “capture complex configurations of physical and mental events”;
b. more detached from physical experience, although they might also activate perceptual modalities and interoceptive experience;
c. more variable, both across and within participants, in different situations. (BORGHI et al., 2018, p. 121)

Recent research has focused on establishing abstract concept’s multivariate character, by elucidating their interoceptive, affective, social, sensory, and motor-related properties, along with verbal associations (HARPAINTNER et al., 2018) and introspection/metacognition (BORGHI et al., 2018; SHEA, 2018).

The grounding of numeric concepts on experience, for example, has been observed in two ways. Finger counting habits are associated with numeric concepts, which is considered as the grounding of numbers in the primary motor cortex (DESAI et al., 2018). Moreover, there is evidence that numeric concepts are associated with a left-to-right coordinate of space (or a “mental line of numbers”), which is called the Spatial–Numerical Association of Response Codes (SNARC) effect. This phenomenon testifies for an important perceptual and experimental bias regarding numbers — a conceptual category that is often regarded as a purely symbolic construct. Recent discussions propose that the SNARC effect is not universal (CIPORA et al., 2019), that is, only some people make the associations between numbers and a mental line.

Harpaintner et al. (2020) show that the processing of motor abstract words (e.g., Fitness) specifically activates frontal and parietal motor areas, whereas processing of visual abstract words (e.g., Beauty) elicits higher activity in temporo-occipital visual areas, but at a more lenient statistical threshold, which might be explained by the fact that these concepts are underspecified without a context. Interestingly, the concept of beauty can be applied to other modalities (e.g., a beautiful voice/ melody) and to abstract entities (e.g., a beautiful poem, idea, plan), even though it is predominantly associated with visual stimulus. Thus, further testing of the grounding of the concept “beauty” could involve the use of different contexts.
Behavioral studies also support the claim that abstract concepts are grounded. For instance, Glenberg et al. (2008) studied the abstract notion of “transfer”. They asked participants to read sentences implying movement toward and away from oneself, for example, “Anna delegates the responsibilities to you” is considered as implying a movement toward oneself, while “You delegate the responsibilities to Anna” is considered as a movement away from oneself. Participants then judged the sensibility of sentences by responding in the direction that either matched or mismatched the direction implied by the sentence. The major finding was that the participant’s judgments were faster when response direction and sentence direction matched. Thus, it can be argued that understanding “transfer” recruits sensorimotor systems.

As studies focus on the grounding of action words by looking for effects mainly in the motor cortex, the grounding of sensorial words in the sensory cortices, the grounding of emotions mainly in the amygdala, recent research is still establishing what other categories of abstract words can be distinguished and grounded. Some of the word categories suggested so far are numeric (e.g., one, two), emotion (e.g., love), social (e.g., share/democracy), aesthetic (e.g., beauty), moral (e.g., wrong), mental (e.g., think), spiritual (e.g., faith), science (e.g., gravity) and functional (e.g., negation, causation). But it is likely that these categories can be further broken down and rearranged to showcase different properties of the concepts. So much so that it has been proposed that concepts should be represented in a high-dimensional space (with shared properties making up for shorter distances between concepts) and that they are continuous or graded (Desai et al., 2018; Borghi et al., 2018; Davis et al., 2020).

Regarding the difference between concrete and abstract concepts, the continuity between them suggests that sensorimotor information is more strongly presented in and is of central relevance to concrete concepts (e.g., hammer), as compared to abstract concepts (e.g., think), and intermediate cases (e.g., fitness). Therefore, considering statistical approaches to the brain (e.g., Spivey, 2006), it would be expected that the weight of different properties of a concept (e.g., sensorimotor information) is differently distributed in a continuum. For this reason, Barsalou et al. (2018) suggest that we move on from the traditional binary distinction between concrete and abstract concepts.

3.3 MULTIPLE REPRESENTATIONS AND DYNAMICS

In this paper, we focused mainly on the grounding of concrete and abstract concepts, because this is an important subject for embodied cognitive linguistics. But, as we all know, concepts cannot be reduced to sensorimotor systems. Multiple representations’ accounts of concepts admit that concepts comprise many different types of information: sensorimotor, linguistic, and affective (Borghi et al., 2018).

This information may be organized in different ways, some of them being predominant for some concepts and not for others. Concepts are acquired or further developed when we physically interact with its referent, but not only (or not always): we may acquire or develop or reorganize concepts when we think about them (metacognitively), when someone explains its meaning to us (direct use of language), by inferring meaning from multiple contextual uses (language/statistics), or by indirectly using linguistic cues (e.g., syntax). This is why information may involve different representational patterns.

Besides, by admitting language dynamics, as we mentioned in section 2.2.1, along with multiple representations acquired through experience, we can understand how meaning is essentially contextual and individual. Even though meaning is essentially individual, common patterns will emerge because of shared biological, cognitive, psychological, and socio-cultural experiences. So meaning may overlap in society without being precisely the same, and meaning may differ as much as biological, cognitive, psychological, and socio-cultural experiences can be different. This is important to have in mind for our discussions in the next section.

4 CONCEPTUAL KNOWLEDGE AND DATA ANALYSES

There are many interesting topics to consider regarding the recent discussion about concepts that may complement data analyses in cognitive linguistics. In the next sections, we highlight and discuss some of them.
4.1 MULTIPLE REPRESENTATIONS OF CONCEPTS

Traditionally, theories in cognitive semantics defend categorical claims. An example of this would be to claim that all concepts are embodied or all processing recruits sensorimotor systems. As a consequence, experiments’ results should either support this claim or not and if they do not, then sensorimotor systems would be deemed irrelevant for language processing. But cognition is far more complex than that, and what results show is that sensorimotor systems are recruited under some conditions and not others (as any other aspect of concepts, even those that, in traditional feature-based analysis, are considered “essential” features – see Barsalou, 2016). In fact, the general variability of the conceptual systems is being discussed by many scholars from different approaches to cognition (BORGHI et al., 2018; CUCCIO; GALLESE, 2018). In this sense, as we showed in the previous sections, concepts carry not only sensorimotor information but also information derived from linguistic input and introspection.

These findings are important for us for many reasons: 1) as explained in previous sections, we can move away from the claim that abstract concepts are all metaphoric - metaphors are only a part of of our conceptual system; 2) with an enriched view of concepts, we may start discussing concepts, when we find it relevant, instead of exclusively applying traditional abstract level constructs (e.g., frames, metaphors, MCIs, etc) in our analyses; 3) we may choose to emphasize multiple representations, supported by multiple theories and findings (such as the findings presented in the previous sections, and many other that fall in the scope of evidence-based cognitive sciences), instead of only making analyses that fall into the scope of cognitive semantics’ theories. The important point is to realize that, when we are analyzing data in the wild, we are inquiring about conceptualizations, which relate to our conceptual system (its content and its organization). However, our scientific understanding of the conceptual system is disputed and updated in cognitive sciences. Thus, going beyond cognitive semantic theories to incorporate recent experimental findings might be a way to overcome challenges encountered in analyses of complex data in the wild.

This multi-representational perspective should be relevant even to improve metaphor theories and analyzes, but this is an ongoing project. For example, Steen’s Deliberate Metaphor Theory (2017) allows for multiple representations11, in the sense that the author claims that some metaphors are represented as a lexical entry and others as cross-domain mappings. Gibbs (in personal communication, 2020) admits that Glucksberg’s findings (2003) could be considered an attractor in his dynamic systems perspective. Thus, we can infer that determining which metaphor theory is right is not mandatory to advancing our understanding of them, but exploring what metaphors have which profile, and under what conditions metaphors are processed one way or another, is.

4.2 DYNAMIC COGNITION

The idea that cognition is dynamic has been around in cognitive semantics (e.g., CAMERON et al., 2010; CROFT; CRUISE, 2004) and the related discussion of whether the mind is symbolic or not is ongoing in cognitive science (SPIVEY, 2006; BARSALOU, 2012; DI PAOLO et al., 2018). There are many reasons why considering the dynamicity of concepts is important for linguistic data analyses.

First, we can understand that there might not be one “right” level of generalization/abstraction that accounts for all concepts or metaphors, all people, and all situations of use. And that we do not have to be committed to one single level of description because of what is found in some theoretical formulation. Thus, data analysis can best mirror their data (but they must also be especially careful with what generalizations about society or cognition their data may support). Second, and most importantly, with such a dynamic approach to cognition - and to social problems, in the case of data analyses - we must be careful with categorical conclusions that we derive from our analysis. For example, in the case of metaphors, scholars sometimes claim that some metaphor use is good or bad for some reason. Instead, we must focus on making explicit to what groups of people a metaphor might be either good or bad

11 As we have highlighted in the section about concrete and abstract concepts, recent work in cognitive sciences highlight the multiple representational aspects of our conceptual system, meaning that the information in our conceptual system is derived from sensorimotor and affective systems, metacognition, and linguistic input, among others. This line of reasoning implies that there is no single mechanism and source of information from which concepts are built. The same line of reasoning could be applied to other cognitive phenomena: for instance, instead of promoting an invariance (BORTFELD; MCGLONE, 2001) principle to characterize metaphors (or any other cognitive phenomenon), an alternative analysis would rely on multiple representations (e.g. BOWDLE; GENTNER, 2005; STEEN, 2017).
if this is really the case (LANE et al., 2013; BEHUNIAK, 2011; GEORGE; WHITEHOUSE, 2014; NGATCHA-RIBERT, 2004; SIMAN, 2019). We must also be aware that, since meaning-making is dynamic and based on individual experiences, the same concept might be bad for some people and good for others; bad or good in some context, and irrelevant in others. We must be aware of what claims we intend to make, and if our data really supports and justifies that claim (as opposed to making a claim supported by some theory that is categorical in its premises, instead of dynamic).

A typical example of a categorical claim that should be avoided is the claim that “war metaphors” should be substituted by other - less negative - metaphor (see discussion in SIMAN, 2019; FLUSBERG et al., 2018). First, “war metaphor” is a generic group, and we might find different profiles of metaphors there (e.g., some metaphors might be more conventional than others, and metaphors might be used to characterize different aspects of the same experience). Second, as we know, people have different experiences with the rhetoric of war: some people like it and benefit from this metaphor, whereas others do not (SEMINO et al., 2016). Lastly, this kind of categorical claim is supported by the Conceptual Metaphor Theory (LAKOFF; JOHNSON, 1980), which treats metaphors as cross-domain fixed patterns (LAKOFF, 2008). In considering a dynamic perspective, metaphors in context emerge from people’s situated needs and perspectives, and this goes beyond classic cross-domain mappings theorizing (GIBBS, 2019). Moreover, whatever meaning the public might derive from metaphors in use is a product of hundreds of different constraints (e.g., task, attention, previous experiences with that metaphor, position, and function of that metaphor in the discourse, etc.) that, once again, goes beyond fixed cross-domain mappings. Thus, if scholars want to defend that some metaphor has a negative impact on society, they must account for all of the factors involved in metaphor processing and meaning.

4.3 WHAT IS SOCIAL AND WHAT IS COGNITIVE IN SOME DATA?

Often, scholars might have to decide if the pattern they see in their data refers to something which is social or cognitive. That is, if the pattern implies a cognitive construct or if the pattern is emergent from systematic factors experienced by people.

For instance, in studying the discourse of Alzheimer’s disease (AD), Van Gorp and Vercruysse (2012) encountered what they named the “faith in science” frame. This frame is realized by different linguistic expressions, variants of the same idea: the trust that science will find the cure for Alzheimer’s (e.g., “I have faith that scientists will find the cure”, “I hope science will find the cure”). Instantiations of this frame were found in Siman’s (2015) interviews with specialists and family members of people with AD, and Martins’ (2019) journalistic corpus research. But the question is: is “faith in science” a frame on its own or is it a mere combination of two concepts: “faith” and “science”? How do segments of discourse reflect cognition?

This is a question that the literature in cognitive linguistics will not answer. First, as we mentioned, theories tend to focus on aspects of concepts that are widely shared, not so much on sub-groups of the population. Second, theories rely on experiments to access their plausibility. That is why we need to be well-informed about what is currently known about cognition to make better decisions. Besides, by understanding the methods in neuro and psycholinguistics, we are better equipped to make finer distinctions about data in the wild and conclusions that can be justified on empirical grounds.

Frames, one of the central constructs in cognitive semantics, are a schematic kind of knowledge about events, situations, entities, relationships, etc. represented by elements (which are structural components that are fixed) and slots (for variable information) in a relational structure. Frames can be considered transduced patterns from recurrent experiences, for example, the experience of “buying”, frequently involves central elements such as a buyer, a seller, a product, some payment form, a price, etc. Even if the actual “seller” is a different entity every time (i.e. the slots are filled differently, for instance, as “John”, “Mary”, or “Amazon Company”), the central elements of “buying” are always implied. Frames can also be transduced from patterns in grammar: every time one uses the verb “to buy”, the same elements are either present or implied in the sentence (e.g. “she bought a dress for 10 dollars”: she is the buyer, a dress is the product, for 10 dollars is the price - and other elements are implied, so much that you are correct to ask “Did she pay with her credit card? Who sold her the dress?”). Fillmore (1982, p.111) used the term “frame” in a very broad sense: “By the term frame I have in mind any systems of concepts related in such a way that to understand any one of them you have to understand the whole structure in which it fits, when one of the things in such a structure is introduced into the text, or into a conversation, all of the others are automatically made available.”
People could process “faith in science” as a frame (or as an entry to an organized concept/idiom, much like what would be expected from the compound expression “Alzheimer’s disease”[13]) or as a combination of two different frames, “faith” and “science”. Processing may vary from person to person and from situation to situation. One way to establish the likelihood that “faith in science” is a frame is to analyze how often that subgroup of society expresses/reads about this idea. All in all, the frequent occurrence of “faith in science” might just emerge because of external pressures (i.e. the previous success of science in curing other diseases; the despair caused by the new incurable disease): if this is so, “faith in science” is not a frame. If we have reasons to believe that part of a population does use these concepts together frequently, then, it might be a frame (in a broad sense) for that population, even if not for ourselves (or for most people).

The rationale is based on the Hebbian principle that “neurons that fire together wire together” (presented in section 2). At this point, even if we are able to verify that some part of the population do in fact construct the idea of “faith in science” frequently, we cannot guarantee that this is a frame. As always, developments in interdisciplinary empirical research will improve our analyses. A way out of the difficult decisions we are faced with when working with data in the wild is to make claims about language as a social product (for example patterns of use that emerge from several social factors) and not as a cognitive frame with specific associations. Or, as Steen (2017) does for metaphor analysis, we can affirm that this is “possibly” a frame, but experiments are needed to confirm it. In all cases, we believe that it is important (1) to have the support of the literature on psycholinguistics and cognitive neuroscience for enriching our analysis and theoretical distinctions and (2) to be able to point out what findings are problematic in the context of our linguistic data analysis in the wild. This is opposed to establishing ad-hoc definitions (e.g., SEMINO et al., 2016; SIMAN, 2019) or eventually ignoring some inconsistency in the analysis.

6 FINAL CONSIDERATIONS

In Cognitive Semantics, we usually focus more on understanding the structures of concepts (e.g., the frames), but much less on understanding more general characteristics of concepts (e.g., BARSALOU, 2020). Two of the reasons why there has been little discussion on the nature of concepts are that (i) cognitive scientists believed abstract concepts were entirely symbolic (PAIVIO, 1986); and (ii) Lakoff and Johnson (1980) proposed that abstract concepts were almost entirely metaphoric (see also: BUNDGAARD, 2019). Nevertheless, recent discussions, as we have presented in this paper, show otherwise - that abstract concepts are not entirely symbolic or almost entirely metaphoric; and Cognitive Linguists nowadays have been paying more attention to what concepts are (BOLOGNESE; STEEN, 2019; BOLOGNESE et al., 2020). In this vein, we propose that applied linguistics can also contribute to developments in the understanding of concepts by studying conceptualizations, not only as instantiated by frames and metaphors, but also by further specifying differences in concepts.

In this paper, we first introduced research in grounded cognition about concrete and abstract concepts and emphasized some important ideas that may be of interest to applied cognitive linguistics, namely, (i) the theoretical trend towards multiple representations and the dynamic nature of concepts, which are perspectives that allows for the possibility that different data might need to be analyzed according to different theoretical constructs; (ii) the theoretical and empirical recent discussions that suggest that there are some inconsistencies between theories and empirical findings in the classic literature of cognitive linguistics - we suggested that understanding that abstract concepts are not mostly metaphoric opens up analytical possibilities based on the construct of “concepts”; and (iii) the Hebbian principle, proposed by cognitive neuroscience, may point, in general, to what aspects of experience can be expected to form a concept, frame, or metaphor.

Moreover, we emphasized that there is no reason to analyze data in the wild from one unique theoretical perspective unless the aim is to support that theory. Multiple representational and dynamic perspectives about cognition open the possibility for flexible analysis of data and it changes one very important aspect of our research: we cannot make general claims by default, as previous

[13] In FrameNet, the compound expression “Alzheimer’s disease” is embedded in the frame of Disease, indicating that it is a subset of the broader frame of disease. But we do not know how this expression is in fact processed, because knowledge about compound expressions is more than the sum of their isolated components (Alzheimer + disease).
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theories used to make; often, we may have to specify a scope to our claims, considering to what groups of people and/or to what conditions our claims apply. An individual’s conceptual system is complex, not to mention many people’s conceptual systems or conceptualizations of an issue.

In short, the purpose of this paper is much less to offer guidelines for novel studies in cognitive linguistics, than to highlight interdisciplinary topics that can motivate new research and new perspectives that can foster the dialogue between disciplines and strengthen applied analyzes. Language analyses in the wild do not need to be tied to theories of Cognitive Linguistics - given also that they are contested or contestable theories (GIBBS, 2001; GIBBS, 2017; MCGLONE, 2007, among others).

Thus, considering also that theories, models, and paradigms may change over time, which is quite a general assumption, the conclusion we get from the analysis presented in this text is the following: cognitive linguists could resort to what is currently discussed in cognitive science for better justifying theoretical decisions, especially when theories may cover very broad patterns, and data may carry some eccentricities.
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