Secdao Tematica Tecnopoliticas e capitalismo de
dados: Resisténcias interseccionais (frans)feministas

Vigilantismo e periferizacao smartf: uma
abordagem transfeminista

Mariah Rafaela Silva' 2 0000-0003-1047-4333

Sara Wagner York? "= 0000-0002-4397-891X

'Universidade Federal do Pard, Belém, PA, Brasil. 66075-110 -
secretaria@ppgdufpa.com.br

2Universidade do Estado do Rio de Janeiro, Rio de Janeiro, RJ, Brasil. 20950-000 -

secretaria@ppgedu.ueri
-

Resumo: Nos ultimos anos, os projetos de seguranca publica no Rio de Janeiro tém sido promovidos
como solugbes para a violéncia, sendo usados como instrumentos por sefores conservadores. No
entanto, tais iniciativas falham em reduzir a violéncia, intensificando o controle sobre populacées
periféricas, em especial pessoas negras e LGBTI+, com um foco acentuado em pessoas trans e
travestis. O uso de tecnologias de reconhecimento facial e algoritmos de vigildncia amplia as
desigualdades sociais, marginalizando ainda mais essas populacées. Esse fendmeno, aqui descrito
como ‘“periferizagdo smart”, evidencia o fracasso dessas tecnologias em promover seguranca e
inclusGo reais, especialmente no contexto das chamadas “cidades inteligentes”. O estudo critica a
eficdcia dessas tecnologias e expdée como as politicas de seguranga, sob a retérica de inovagdo
tecnolégica, perpetuam a excluséo social e o controle.

Palavras-chave: Seguranca publica; periferias; tecnologias de conirole; cidades infeligentes;
pessoas trans.

Vigilantism and smart peripheralization: a transfeminist approach

Abstract: In recent years, public security projects in Rio de Janeiro have been promoted as solutions
to violence and leveraged by conservative sectors. However, these initiatives fail fo reduce violence,
instead intensifying control over peripheral populations, particularly Black and LGBTI+ individuals,
with a specific focus on frans and fravesti communities. The use of facial recognition technologies
and surveillance algorithms exacerbates social inequalities, further marginalizing these groups.
This phenomenon, termed here as “smart peripheralization,” reveals the shortcomings of these
technologies in fostering real security and inclusion, especially in the context of so-called “smart
cities.” This study questions the effectiveness of such technologies and critiques how public security
policies, under the guise of technological innovation, reinforce social exclusion and control.
Keywords: Public security; peripheries; control technologies; smart cities; frans populations.

Vigilancia y periferizacién smart: un enfoque transfeminista

Resumen: En los ultimos anos, los proyectos de seguridad publica en Rio de Janeiro han sido
promovidos como soluciones a la violencia y utilizados por sectores conservadores. Sin embargo,
esfas iniciafivas no logran reducir la violencia y, en cambio, intensifican el conirol sobre Ias
poblaciones periféricas, especialmente las personas negras y LGBTI+, con un enfoque particular
en las personas trans y travestis. El uso de tecnologias de reconocimiento facial y algoritmos de
vigilancia amplia las desigualdades sociales, marginando aun mds a estos grupos. Este fenémeno,
descrito aqui como “periferizacién smart”, expone las deficiencias de estas tecnologias en promover
seguridad e inclusién reales, especialmente en el contexto de las llamadas “ciudades inteligentes”.
El estudio cuestiona la efectividad de dichas tecnologias y critica cémo las politicas de seguridad
publica, bajo la retdérica de Ia innovacién tecnoldgica, perpetian la exclusién social y el control.
Palabras clave: Seguridad publica; periferias; tecnologias de control; ciudades inteligentes;
poblaciones frans.
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O brutalismo se caracteriza pela estreita imbricacdo de vdrias figuras da razdo: a razéo econémica e instrumental; a
razéo eletrénica e digital; e a razéo neurolégica e biolégica. Ele se baseia na profunda convicgdo de que nGo hd mais
disting@o entre seres vivos e maquinas.

Mbembe (2021)

Introducao

O presente artigo aborda a complexa interse¢do entre tecnologia, vigilGncia e exclusédo
social, especialmente no contexto das chamadas “cidades inteligentes”, a exemplo do Rio de
Janeiro, que experimentou, nos Ultimos anos, esforgos no sentido da ampliagcdo tecnoldgica dos
espacos urbanos em razdo dos grandes eventos que a cidade sediou. Metodologicamente, este
estudo se propde a andlise critica e ensaistica dessas “prdticas tecnoldgicas” e suas implicagoes
sociais, com foco na seguranga publica e na maneira como as Tecnologias da Informagdo e
Comunicacado (TICs), como, por exemplo, tecnologias de videomonitoramento, reconhecimento
facial e outras, constroem e moldam as relagdes em nosso tempo.

A partir dessa abordagem, buscamos investigar de que forma tais tecnologias, ao
reforcarem esteredtipos € modos de exclusdo, impactam os corpos e as subjetividades trans.
A partir de uma abordagem interdisciplinar, combinando teorias de vigildncia, estudos urbanos
e criticas de raca, género e classe, buscaremos, também, analisar as formas pelas quais essas
tecnologias tém sido utilizadas em narrativas politicas como uma solucéo a problemas urbanos
histéricos, como o de seguranca, ao mesmo tempo que reforcam as estruturas j& estabelecidas
de discriminagdo. Essa abordagem é fundamentada em uma leitura de textos-chave sobre
necropolitica e brutalismo institucional, que ajudam a explicar como as tecnologias, em vez
de promoverem a inclusdo, reforcam din@micas de poder que marginalizam ainda mais os j&
excluidos ao mesmo tempo que ampliam espacgos geogrdficos ao hibridizd-los com espagos
virtuais, reconfigurando as chamadas periferias. E importante destacar, entretanto, que este
estudo ndo se limita a andlise técnica das TICs, mas considera seus impactos sociais e politicos
em espacos periféricos, ou melhor, em seus impactos para pensar categorias como periferia,
seguranca e suas implicagoes de género, raca, classe e territdrio no contempordneo.

Desta forma, propomos duas chaves analiticas para refletir sobre tais dindmicas: as nogoes
de heterotopias-simbidnticas e poder-mdguina. Ambas estdo profundamente relacionadas com a
forma como os espagos urbanos e os corpos sdo transformados na era contempordnea. A ideia
de heterotopias-simbidnticas deriva das reflexdes de Michel Foucault (201 3) sobre como os corpos
humanos habitam e se relacionam com diferentes espacos, tanto materiais quanto simbdlicos. Em
um contexto de “cidades inteligentes” (cidades smarf), os corpos séo constantemente monitorados
e projetados em mudltiplas realidades simultGneas, como as fisicas e virtuais, sobrepondo de
maneira dindmica o “on-line” e o “offline”. Essa sobreposicdo, que aqui chamaremos de simbiose,
entre o corpo e a tecnologia, transforma as experiéncias humanas, fanto no nivel individual quanto
coletivo, em produtos calculados por mdaquinas e algoritmos, gerando um novo tipo de corpo que
é parte de um ambiente de vigil@ncia e controle. De maneira geral, uma Cidade Inteligente, termo
que surge na década de 1990, é aquela que é capaz de utilizar dispositivos eletrénicos (sensores,
medidores, eletrodomésticos, dispositivos pessoais e semelhantes) para coletar e processar dados,
com o objetivo de gerenciar de forma eficiente recursos e servicos como fransporte, energia,
abastecimento de dgua, saneamento, seguranca, educagdo, saude e outros. Essas tecnologias,
infegradas a internet das coisas (I0T), as plataformas de gerenciamento da informagdo (Big Data),
a governanga algoritmica etc., permitem que autoridades monitorem e melhorem a operagcdo
da cidade, aumentando a interagdo com os cidaddos e otimizando o uso de recursos, fazendo
da cidade um espago diverso, dindmico e sustdvel. Nessa perspectiva, as cidades inteligentes
possibilitariam a identificagcdo de problemas em tempo real e facilitariam a participacdo dos
cidaddaos na solugdo desses desafios, tendo como foco o desenvolvimento humano. Em sintese,
uma cidade, nesses moldes, seria aquela capaz de funcionar cofidianamente de maneira
inteligente, instrumentada e interconectada (Daniel LOPES; Vittorio LEITE, 2021).

No Brasil, projetos de cidades inteligentes tém se concentrado principalmente no setor de
energia, com mais de 100 iniciativas de parcerias publico-privadas para iluminagéo publica até
2017, e outros projetos sendo financiados por empresas de telecomunicagdes. Exemplos incluem
bairros inteligentes com infraestrutura de IoT e tecnologias de monitoramento, e iniciativas
privadas focadas em incluséo social, sustentabilidade e planejamento urbano. Além disso,
projetos-piloto para promover interligacdo de dados e sustentabilidade em vdrias cidades, com
investimentos significativos, foram aos poucos alavancando promessas de inclusdo, seguran¢a
e sustentabilidade (LOPES; LEITE, 2021). Contudo, essas iniciativas ainda sdo limitadas a dreas
especificas, levantando questdes sobre sua abrangéncia e equidade, principalmente quanto
a desproporcionalidade das prdticas de seguranga que tendem a ser mortais em regides de
periferias e favelas.
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Nessa perspectiva, o Rio de Janeiro se torna um bom exemplo a ser analisado neste
estudo, visto que tem implementado algumas iniciativas que o colocam no caminho de ser
considerado uma Cidade Inteligente, mas ainda esbarra em desafios significativos que precisam
ser superados para alcangar esse status. A cidade € conhecida por seu Centro de Operagoes
Rio (COR), uma central tecnolégica que monitora o trafego, coleta dados de transporte, clima e
seguranca, integrando diversas dreas da gest@o urbana. Esse centro foi projetado paramelhorara
capacidade de resposta a emergéncias e desastres naturais, como enchentes, além de otimizar
o trénsito. O uso de tecnologias de monitoramento e 0 emprego de sensores em algumas dreas
da cidade sGo exemplos de passos para tornd-la mais eficiente e interativa. Enfretanto, para
que o Rio de Janeiro se consolide como uma cidade verdadeiramente inteligente, & necessdrio
expandir essas iniciativas para além das dreas centrais e turisticas. Os desafios, contudo, ndo
param por ai, incluem melhorar a conectividade, ampliar o uso de tecnologias em dreas mais
vulnerdveis, e garantir que a populagdo tenha maior participacdo nos processos de decisdo,
utilizando a tecnologia para promover a inclus@o social e reduzir desigualdades. Além disso,
questdes relacionadas a seguranga, saneamento bdsico, e acesso igualitdrio a servigos digitais
continuam a ser desafios a serem superados.

Alids, é importante destacar, os esforcos do Rio de Janeiro para se tornar uma “cidade
infeligente” t&m como base a criagcdo das Unidades de Policia Pacificadora (UPP) e a construgéo
de centros de monitoramento com a implantacdo de cdmeras de vigilGncia e monitoragdo
biométrica - passando por intervengdes federais militares — que culminaram, mais recentemente,
em projetos como o Cidade Integrada. As UPPs foram implementadas no Rio de Janeiro a partir
de 2008 e tinham como objetivo retomar o controle de dreas dominadas pelo trdfico e integrar
favelas a “cidade formal” por meio de policiamento comunitdrio e investimento em tecnologias
de seguranga. Contudo, essa politica foi amplamente criticada por seu fracasso em reduzir a
violéncia, com aumento de homicidios, especialmente de jovens negros, € abusos policiais,
refletindo uma estratégia de repress@o que perpetuou a exclusdo e a violagdo de direitos nas
comunidades. Em vez de uma transformacdo real, as UPPs foram vistas como uma “maquiagem”
do problema da seguranga publica, negligenciando o desenvolvimento social e a participagdo
comunitdria (Marielle FRANCO, 2018).

O projeto Cidade Integrada, criado em 2022, apresenta semelhangas com as UPPs
(Pablo NUNES; Mariah Rafaela SILVA; Samuel de OLIVEIRA, 2022): ambos sGo estruturados sob o
pretexto de integrar favelas a cidade formal e reduzir desigualdades por meio da ocupacgdo
territorial e do controle policial. Assim como as UPPs, o Cidade Integrada promete reducdo da
violéncia enquanto busca legitimar-se por meio do uso de tecnologias de vigildncia, como
cdmeras de reconhecimento facial, focadas na criminalizagcdo seletiva das populagcoes
periféricas. Os dois projetos ignoram a necessidade de desenvolvimento social e participacdo
comunitdria, reforcando dindmicas de exclusdo e controle sob a retérica da seguranga publica.
As criticas ao Cidade Integrada evidenciam a continuidade de prdticas de exclusdo racial
e social, com o videomonitoramento voltado predominantemente das dreas marginalizadas,
replicando o fracasso das UPPs em criar uma politica inclusiva e respeitosa dos direitos dos
moradores de favelas. Além disso, a falta de transparéncia na implementacdo do projeto, o
uso emergencial de verbas sem licitacdo, e a auséncia de dados concretos que comprovem a
eficdcia dessas tecnologias no combate a criminalidade reforgam a visdo de que o projeto é
mais uma “maquiagem” das politicas de controle do Estado, com impactos negativos sobre as
comunidades vulnerdveis (NUNES; SILVA; OLIVEIRA, 2022).

Nesse sentido, o campo da seguranca (publica) € particularmente uma drea sensivel a
cidade e serd nosso foco neste estudo, pois € em torno das questdes materiais e politicas da
seguranca que os variados projetos de monitoramento, gestdo e agcdo sdo postos em prdtica,
acentuando densas camadas de desigualdade, ao passo que confribuem para um modelo
subliminar de classificagdo e risco baseado em tecnologia que, mais do que gerir a ineficdcia
das acdes do estado em mitigar agcdes criminosas, classifica e gere sujeitos, em sua maioria
negros, jovens e periféricos.

Cabe destacar, ainda, que, apesar dos esforgos para tornar o Rio uma “cidade
inteligente”, a posicdo da capital fluminense no ranking de cidades inteligentes de 2024 é o
140° lugar entre 143 cidades, revelando os desafios profundos enfrentados pela cidade na
adocdo de tecnologias urbanas eficientes (Rafael BALAGO, 2024). A baixa classificacdo reflete,
em parte, a falta de solugdbes adequadas para problemas persistentes, como a vigildncia
publica e a violéncia, conforme mencionamos acima. A violéncia urbana e a deficiéncia
nos servicos de saude continuam sendo obstdculos para que a cidade avance rumo a um
modelo de “smart city” eficaz, com tecnologias de monitoramento e prevencdo de crimes que
ainda ndo conseguem proporcionar uma sensa¢cdo real de seguranca para a populacdo, mas
produzem efeitos controversos.

Assim, em nosso tempo, as cidades e as politicas de seguranga publica passam a ser
arenas de experimentagdo tecnopolitica, onde o capitalismo de vigilncia (Shoshana ZUBOFF,
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2021) se manifesta de forma brutal. Desta maneira, a gestdo dos espagos urbanos € marcada
por uma racionalidade neoliberal que prioriza o lucro e a eficiéncia, muitas vezes a custa da
marginalizagdo e excluséo de grupos sociais vulnerdveis, como as populacdes negras, trans e
periféricas. Nesse contexto, as tecnologias de vigildncia, como cdmeras de reconhecimento
facial e sistemas de monitoramento, sGo utilizadas ndo para proteger a populagdo como um
todo, mas para reforcar as dindmicas de poder que a segregam e controlam. Além disso, o
conceito de poder-mdquina estd intrinsecamente ligado a ideia de que o corpo humano e
0 espago urbano sdo produzidos e governados por uma légica de dominagdo tecnolégica.
O corpo torna-se um objeto controldvel, rastredvel, molddvel e tacitamente manipulado,
submetido as exigéncias de uma sociedade onde as fronteiras entre o real e o virtual sGo
cada vez mais borradas. Essa dindmica cria um cendrio em que a “liberdade” e a mobilidade
dos corpos sdo constantemente reguladas por tecnologias que ndo apenas monitoram, mas
também definem quem pode ser considerado cidaddo e quem estd a margem, perpetuando
um ciclo de exclusdo e violéncia institucional.

A partir dai, o aspecto critico do estudo reside na identificagcdo de como as “cidades
inteligentes”, ao invés de se tornarem espagos de inovagdo e inclusdo, muitas vezes replicam e
exacerbam desigualdades preexistentes. Desta forma, propomos o conceito de “periferizacdo
smart’ para pensar a centralidade dessa discussdo, revelando como as periferias urbanas
se tornam laboratérios de experimentacdo para prdticas de vigildncia, muitas vezes sem
transparéncia e com pouco ou nenhum controle social, enquanto contribuem para o aumento
da violéncia e indices de mortes. Esta periferizagcdo € acompanhada por uma excluséo
sistemdtica de determinados grupos sociais, especificamente, negros, mulheres negras, pessoas
trans e moradores de favelas, que sao frequentemente os alvos principais dessas tecnologias.

Essas populagdes sdo desproporcionalmente afetadas pelas falhas e pelos vieses dos
sistemas de reconhecimento facial, que frequentemente resuliam em erros de identificacdo,
criminalizagdo indevida e aumento da vigilancia. Tais prdticas reforcam estigmas e perpetuam
a marginalizagdo, ao invés de promoverem a seguranga € a inclusdo, como nos exemplos
analisados do projeto-piloto de videomonitoramento implementados pelo governo do Rio de
Janeiro em 2018, as Unidades de Policia Pacificadora, a Intervencdo Federal em 2018 e, mais
recentemente, o projeto Cidade Integrada, fazendo do Rio de Janeiro um lugar emblemdtico para
se pensar as “racionalidades ‘smart”' contempordneas. Assim, propomos uma discussdo critica
sobre a forma como as tecnologias sdo implementadas nas cidades brasileiras, questionando a
narrativa hegemonica que as apresenta como solugdes eficientemente universais para problemas
urbanos histéricos. Ao contrdrio, argumentamos que essas tecnologias, quando aplicadas sem
uma compreensdo profunda das dindmicas sociais locais e sem mecanismos adequados de
controle, podem se tornar instrumentos de exclusdo, violéncia e negacdo de direitos, agravando
conjunturas e dindmicas de eliminagdo presentes no imagindrio politico e, em ultima insténcia,
servindo para uma reclassificacdo dos sujeitos, desta vez a partir de légicas algoritmicas.

Por fim, a importdncia deste estudo reside em sua capacidade de nos fazer repensar o uso
da tecnologia em contextos urbanos no Brasil. Em vez de aceitar passivamente a implementacdo
de tecnologias que podem agravar desigualdades, é crucial questionar quem se beneficia
dessas inovagdes e como elas podem ser reformuladas para promover a verdadeira inclusdo e
justica social em nossas cidades.

Periferizacao smart

Hd esforcos para implementagdo das cidades inteligentes (smart cities) no Brasil, embora,
em alguns locais do mundo, j& sejam uma realidade, e seus impactos vém sendo sentidos
em diversos setores, especialmente em dreas de desenvolvimento social (Charlotte ADELINA;
Jenny Yi-Chen HAN; Lisa SEGNESTAM, 2021) e de seguranca (Mariah Rafaela SILVA, 2021). Embora
a proposta das cidades inteligentes possa representar um avanco significativo em termos de
otimizacdo de infraestruturas urbanas e melhorias em dreas como desenvolvimento social e
seguranca, é crucial andlisar criicamente a natureza dessas iniciativas, especialmente em
contextos do Sul Global. No Brasil, os esforgos para implementacdo de smart cities trazem a tona
um paradoxo: enquanto a tecnologia promete resolver problemas urbanos, como a eficiéncia
energética e a mobilidade, também estd profundamente ligada a interesses corporativos
que buscam lucro e controle (SILVA, 2021). Dessa forma, a ideia de cidades inteligentes
frequentemente se alinha a politicas de seguranga publica que priorizam a hipervigilancia,
reforcando prdticas de controle social e exclusdo. A implementacdo de cdmeras de vigilancia,
reconhecimento facial e monitoramento de dados pessoais, por exemplo, tende a ser aplicada

! Como racionalidade smart, nos referimos as légicas, narrativas e agdes politicas que buscam a utilizagdo de
tecnologias para resolucdo dos mais variados € comuns problemas urbanos, fornando, assim, a tecnologia um “bem”
universal que se coloca entre 0 humano e o ndo humano para a solu¢gdo dos desafios urbanos nos mais variados
campos.
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desproporcionalmente em dreas de baixa renda e sobre populagdes jd vulnerdveis, criando
um ambiente de experimentagdo tecnoldégica que pode, na prdtica, reforcar desigualdades
e aumentar a violéncia estatal. Assim, o conceito de cidade inteligente, que deveria focar a
inclusdo e o bem-estar social, pode ser cooptado para atender aos interesses das grandes
corporacdes e do Estado, sem necessariamente melhorar a vida das populagdes mais
marginalizadas. Essa critica revela a necessidade de um debate mais profundo sobre quem
realmente se beneficia dessas tecnologias e como elas podem ser usadas para promover uma
justica social mais ampla, em vez de reforcar sistemas de opressdo e vigilancia.

Ao operar, muitas vezes, a partir dessas racionalidades, tais projetos frequentemente ignoram
as demandas e as necessidades de grupos sociais desfavorecidos (Robert HOLLANDS, 2014),
sobretudo em regides de periferias, visto que tais cidades priorizam politicas de desenvolvimento
baseadas em tecnologias de informagdo e comunicagdo (TIC), com frequéncia fragilizando
e tornando desigual o acesso as benesses tecnolégicas para esses grupos, € aumentando as
margens de exclusdo; por exemplo, no impacto aqueles cujos empregos estdo sendo eliminados
e/ou ameagados em razéo da automagdo ou outras intervengdes tecnoldgicas (ADELINA; HAN;
SEGNESTAM, 2021). Esse cendrio tem se mostrado desproporcionalmente desigual, sobretudo, para
mulheres cis e trans negras em regides de periferia em razdo de um processo histérico que mescla
evasdo escolar, violéncia, baixa renda e assimetrias no acesso ao mercado de trabalho. No Brasil,
tais dindmicas séo impactadas ainda por uma rede precdria de infraestrutura em transporte,
moradia e sistemas de coleta de lixo, sem deixar de mencionar os graves e densos desafios no
campo da seguranga publica. Como se ndo bastasse, as racionalidades smart tém proposto redes
de cdmeras de seguranca cujo objetivo €, entre outras coisas, identificar potenciais criminosos,
enquanto oferecem uma solu¢do supostamente rdpida e eficiente para a criminalidade.

A partir da definicdo de Hollands (2014), a no¢gdo de “Cidade Inteligente” se torna
profundamente ideoldgica, visto que se atribui as TICs a missGo de resolucdo de importantes
problemas sociais e de infraestrutura como, por exemplo, indices de criminalidade,
congestionamento de transito, servicos ineficientes, estagnagdo econdmica e melhorias no
sistema de comunicagdo. Esse modelo de gestdo tecnolégica eventualmente seria capaz de
tornar as cidades présperas, igualitdrias e eficientemente governadas, ao passo que produzem
menos prejuizos ao meio ambiente. Além disso, quando se acopla as racionalidades smart ao
modelo de gestdo urbana, opera-se também um dispositivo politico e econémico fundamental,
pautado especialmente numa visdo corporativa, muitas vezes ultraneoliberal, encabecada
sobretudo por Big Techs e empresas do setor de tecnologia e pelo modelo de gestdo de
governanca empreendedora que, ao priorizar o lucro, deixa pouco espago para a participacdo
efetiva dos cidaddos comuns ou menos favorecidos. No campo politico, em particular, essa
visdo vai fomando diferentes rumos; desde a precarizagdo das legislagcées trabalhistas, aos
modelos messidinicos de resolucdo de problemas no campo da seguranca publica que, como
veremos, se tfornard um grande palco para as disputas eleitorais.

Assim, embora a promessa seja melhorar a qualidade de vida dos cidaddos, o que temos
acompanhado é, na verdade, uma intensificacdo de desigualdades e o desenvolvimento
de técnicas sofisticadas de eliminagdo que atingem, em particular, a populacdo negra e
periférica brasileira, ao passo que, simultaneamente, se constréi mecanismos de gestdo coletiva
multidimensionais que encontram, em paises como o Brasil, 0 espago ideal para experimentacdo
quase ilimitada e, consequentemente, para o aprimoramento do chamado capitalismo de
vigildncia? (ZUBOFF, 2021).

Essa disparidade se materializa nos esforcos de cidades como o Rio de Janeiro em se
tornarem “inteligentes”. O Rio, que recentemente foi palco dos principais eventos internacionais,
historicamente tem complexos problemas de seguranca e infraestrutura que usualmente tém
sido angariados nas narrativas politicas mais diversas. O que se percebe no Rio poderiamos
definir como um “looping laboratorial necropolitico®” (Achille MBEMBE, 2018), ou seja, um espago

2 Em linhas gerais, Zuboff define o capitalismo de vigildncia como um novo tipo de capitalismo que monetiza
os dados obtidos por meio da vigildncia das atividades humanas. Esse sistema coleta, analisa e utiliza dados
pessoqis e comportamentais dos individuos, muitas vezes sem o seu consentimento explicito, para prever e
modificar comportamentos, gerando lucro para as empresas que controlam essa informagdo. A autora destaca
que, diferentemente das formas tradicionais de capitalismo, onde o capitalista depende dos trabalhadores e
consumidores, no capitalismo de vigilncia, os individuos se tornam matéria-prima para a extracdo de dados,
criando um ciclo de controle e poder.

3 Em seu ensaio Necropolitica, Achille Mbembe define necropolitica como o uso do poder social e politico para ditar
como algumas pessoas podem viver e como outras devem morrer. Diferente da biopolitica, que Foucault descreve
como o poder sobre a vida (como o Estado regula a vida, saude e a reproducdo das populagdes), a necropolitica é
o poder sobre a morte. Mbembe argumenta que, em muitas sociedades, especialmente em contextos de passado
ou presente colonial, racismo e guerra, o poder se expressa principalmente através da capacidade de decidir
quem serd exposto a morte. Isso inclui fanto a morte fisica quanto a morte social ou civil, onde grupos inteiros de
pessoas sdo despojados de seus direitos, dignidade e condicées de vida. Assim, a necropolitica opera em zonas
de conflito, regimes autoritdrios, e outras situacdes em que a soberania € exercida por meio da violéncia extrema e
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heterotépico de experimentacdo tecnopolitica* (SILVA, 2021), pautado por racionalidades de
brutalismo institucional. Nestas condi¢des de gestdo, as regides mais nobres recebem grandes
melhorias, por exemplo, na infraestrutura de transporte, seguranca, lazer, coleta de lixo ou,
ainda, no fornecimento de internet publica;® enquanto, nos territérios de periferias, problemas
histéricos sdo agravados, como saneamento bdsico, acesso a educacdo, oferta de servigcos
publicos e, principalmente, seguranga, resultando numa espécie de conjungdo de imagens
do horror, e dos mais variados tipos de abusos, topogrdfica e estrategicamente distribuidas em
favelas, suburbios e demais periferias da cidade.

Esse looping laboratorial necropolitico ou, se desejar, esse fendmeno heterotdpico
tecnopolitico, em cidades como o Rio de Janeiro, nos leva a propor uma chave analitica que nos
permite melhor observd-lo e que chamaremos aqui de “periferizagdo smart”, ou seja, uma certa
politica de gestdo urbana baseada nas TICs que alcanga as periferias a partir de racionalidades
da inimizade (MBEMBE, 2020) e do brutalismo (MBEMBE, 2021), tornando-as grande laboratérios
de experimentagdo coletivas da desigualdade. Nessa légica, a acumulagdo de dados ndo é
distinta da produgdo de trauma; €, ao contrdrio, parte orgdnica de uma plataforma politica que
investe em modelos de militarizagcdo urbana para manutengdo do status quo e da separacdo
dos espacgos entre “seguros” e “inseguros”. Nestas condicdes, o espaco urbano ndo pode ser
definido meramente como um “espago fisico”, ou mesmo fundamentalmente analégico, mas,
sim, como uma extensdo ou sobreposicdo de ambientes virtuais e suas multiplas formas de
realidade que produzem modos de sociabilidade e governo de maneira 24/7, redefinindo as
cidades e suas dindmicas intrinsecas. Assim, argumenta-se que tais

arranjos sociotécnicos considera[m] a coexisténcia de diferentes associagdes entre tecnologias
(e prdticas) de vigildncia e securitizagcdo e as maneiras pelas quais o espago é produzido,
transformado e organizado. [...] existem diversas possibilidades narrativas e de discurso que
reificam e fetichizam tecnologias inteligentes de vigilncia e gestdo como solugdes para quase
todos os aspectos da vida urbana contempordnea, depositando na eficiéncia de processos a
marca da cidade neoliberal e inteligente. Segundo Luque-Ayala et al., eficiéncia, conexdo sem
interrupgdes e o sonho do controle total tornam-se condi¢gdes fundamentais para a existéncia
de um suposto urbanismo inteligente, presente no préprio imagindrio da chamada smart city
(LUQUE-AYALA et al. apud Rodrigo FIRMINO, 201 8).

Cdmeras de seguranca, reconhecimento biométrico, monitores de temperatura, drones de
segurangas, alarmes de protecdo e toda uma gama de dispositivos tecnoldgicos, controlados por
computadores a dezenas ou centenas de quildmetros de distdncia,® a servico de uma das policias
mais letais do pais (Silvia RAMOS et al., 2023), séo postos em funcionamento ndo necessariamente
para proteger a populacdo, ou melhor, proteger toda a populagdo, mas parte dela, enquanto
uma outra parte significativa e periférica é classificada, catalogada em registros policiais de
acordo com as mais distintas e peculiares nuances e cédigos de risco e ameaga (SILVA, 2021).

Nesse modelo de gestdo, individuos sdo transformados em dados dentro de sistemas mais
ou menos interconectados, intensificando dindmicas e estratégias de monitoramento, vigildncia
e controle (Rodrigo FIRMININO, 2018), literalmente (re)inventando as nogoes cldssicas de espagos
urbanos. Mais do que isso, redefinindo ou delimitando os contornos contempordneos da relagdo
margem e centro. Essa nova relagdo ndo define apenas a organizagcdo heterotdpica dos
espacos, mas, fundamentalmente, passa a arbitrar, enquanto define, sobre o que ou quem é o

da morte em massa, muitas vezes legitimada pelo Estado. Em suma, a necropolitica € uma forma de controle que
se manifesta na decisdo de quem é considerado digno de viver e quem pode ser sacrificado.

4 Defendo, em linhas gerais, que tecnopolitica € um conceito que aborda a interse¢cdo entre tecnologia e politica,
analisando como as tecnologias digitais, como redes sociais, algoritmos e Big Data, influenciam e moldam o
poder politico e social. Ela explora o papel dessas tecnologias na organizagdo social, governanca e criagdo
de novos espacos de acdo coletiva, examinando como sdo usadas por governos, empresas € cidaddos para
influenciar a opinido publica, exercer controle, fransformando a distribuicdo e o exercicio do poder na sociedade
contempordnea, muitas vezes, inclusive, operando como validadoras da dignidade humana.

5 Em 2022, a concessiondria Orla Rio, em parceria com o Grupo Muzika, langcou um projeto para disponibilizar internet
Wi-Fi gratuita nas praias de Copacabana e Leme, no Rio de Janeiro, a partir de julho de 2024. A iniciativa abrange 64
quiosques, permitindo até 15 mil acessos simultdneos com um total de 1 TB de dados por dia. Para acessar a rede, os
usudrios precisam se cadastrar previamente. A previsdo da concessiondria € expandir o projeto para outras praias da
cidade, promovendo, em tese, inclusdo digital e oferecendo informagdes e promogdes exclusivas aos frequentadores
da orla. Para mais informacgoes, ver hitps://orlario.com.vc/home/orla-rio-leva-internet-as-praias-do-rio/.

¢ Segundo Firmino (2018), o Centro de Operacdes Rio (COR) é apresentado como um exemplo de “cidade
inteligente”, com uma estrutura centralizada que integra diversas dreas da administragéo publica para monitorar
e gerenciar a cidade do Rio de Janeiro. Embora essa centralizacdo e o uso intensivo de tecnologia prometam
eficiéncia e rapidez na resposta a emergéncias, elas também levantam questdes sobre a concentragdo de poder
e a dependéncia de sistemas tecnoloégicos que podem ndo atender igualmente a todas as dreas da cidade,
especialmente as mais periféricas. Além disso, a criacdo do Centro Integrado de Comando e Controle (Cicc),
focado em seguranca publica e com uma abordagem militarizada, reflete uma priorizacdo da seguranga em
detrimento de outras necessidades sociais. A colaboragdo entre o COR e o Cicc, embora supostamente eficiente
do ponto de vista de controle, reforgca uma légica de vigilancia que privilegia o controle social sobre a promogdo
de direitos. Esses centros exemplificam um modelo de gestdo urbana que ignora aspectos como a inclus@o social
e a participacdo cidadd, favorecendo uma visdo tecnocrdtica e centralizadora da cidade.
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periférico e quais sdo, portanto, seus limites de “liberdade” ao transitar por espacos consagrados
as experiéncias hegemodnicas de ragca, género e classe, ou seja, as dreas nobres da cidade.
Associadas as racionalidades corporativas, as politicas de seguranca publica em “cidades
inteligentes” tém como pragmdtica a exclusdo significativa daqueles que, portanto, ndo
cumprem os requisitos de “cidaddo”. Focados no lucro, empresas e gestores publicos buscam
oferecer um modelo de seguran¢ca multidimensional com um olhar racialmente enviesado
e com pouquissima ou nenhuma transparéncia orcamentdria (NUNES; SILVA; OLIVEIRA, 2022).
Para se ter uma ideia, em 2019, foi implementado no Rio de Janeiro um projeto-piloto para
videomonitoramento por reconhecimento facial no bairro de Copacabana e, mais tarde, nos
enfornos do estddio do Maracand e do Aeroporto Santos Dumont. Essas cAmeras também
seriam capazes de identificar placas de automodveis e prometiam, entre outras coisas, ajudar
a localizar pessoas desaparecidas. Entretanto, logo nos primeiros dias de funcionamento, o
sistema identificou equivocadamente uma mulher negra com uma pessoa que jd estava presa,
indicando o quanto estava suscetivel as possibilidades de fracasso (NUNES; SILVA; OLIVEIRA, 2022).

As cd@meras de reconhecimento facial também colocam, de maneira significativa,
pessoas trans sob escrutinio com elevados indices de erros. Um estudo publicado em 2019
apontou para o fato de que as tecnologias de reconhecimento facial tém um problema de
género (Morgan Klaus SCHEUERMAN; Jacob PAUL; Jed BRUBAKER, 2019). Segundo os autores,
foram coletadas imagens de rostos em midias sociais e rotuladas pelos proprios usudrios com
hashtags que indicavam sua identidade de género. As amostras foram divididas em grupos e
analisadas por quatro dos maiores fornecedores de servicos de andlise facial (IBM, Amazon,
Microsoft e Clarifai). Os sistemas se mostraram mais precisos para identificar pessoas cisgénero,
enquanto apresentaram significativos erros ao classificarem homens frans e pessoas que se
identificam como agénero, genderqueer ou ndo bindrias. O estudo revela, assim, as limitacoes
e falhas dessas tecnologias na identificagdo correta de género, especialmente em contextos
de seguranca publica. Iremos aprofundar esse debate no item seguinte, discutindo os impactos
dessa imprecisdo a partir de uma abordagem transfeminista.

De maneira geral, os sistemas de classificacdo de género baseados em andlise facial
tendem a reforgar esteredtipos e binarismos de género, ignorando também as identidades ndo
bindrias. Isso é particularmente prejudicial para pessoas trans em regides de periferias ou territérios
onde a cultura de violéncia e autoritarismo séio marcas do processo social, em particular para
paises que criminalizam as experiéncias LGBTI+. Além disso, diversos outros estudos revelam que
esses sistemas apresentam viés racial significativo (Michel SOUZA; Rafael ZANATTA, 2021; NUNES, 2021;
Steve LOHR, 2018), com maior precis@o para pessoas brancas em comparagcdo a pessoas negras.
Essa discrepdncia reflete os vieses incorporados nos conjuntos de dados utilizados para treinar
esses modelos, que frequentemente sGo desbalanceados e ndo representam adequadamente a
diversidade racial e de género, em particular em paises como o Brasil.

Dito de outra forma, a incapacidade dos sistemas de reconhecer e respeitar identidades
de género que ndo se alinham com as expectativas bindrias pode resultar em experiéncias
de marginalizacdo e exclusdo digital, empurrando ainda mais para a margem pessoas que
j& eram consideradas marginalizadas. Isso contribui para o agravamento das discriminacoes
j& existentes na sociedade, uma vez que essas tecnologias sdo cada vez mais utilizadas em
contextos importantes, como seguranca, acesso a servicos publicos e redes sociais (Mariah
Rafaela SILVA; Joana VARON, 2021). Além disso, a falha em identificar corretamente o género
dessas pessoas pode levar a resultados prejudiciais, como a exposicdo forcada de suas
identidades de género, que poderia colocd-las em risco de violéncia institucional extrema e,
ainda, mortes. Por fim, cabe destacar a falta de transparéncia e a opacidade dos algoritmos
utilizados nesses sistemas, o que dificulta a identificacdo e a corre¢do de vieses. A dependéncia
de bases de dados limitadas e a falta de consideragdo por diferentes expressdes de género e
diversidade racial exacerbam esses problemas. Impulsionadas por racionalidades neoliberais,
essas tecnologias ndo integram as cidades; ao contrdrio, ampliam e segmentam as periferias,
tornando-as espagos mais controldveis, “enquanto sofisticam as estratégias de controle de
acesso e circulagcdo” (FIRMINO, 2018, p. 73). Em vez de aprimorar a tecnologia para se alinhar
com os padrdes bindrios ou as racionalidades tradicionais de projetos de seguranga, com
baixa participagdo social, discrepdncias de servigos, precarizagcdo do acesso a renda, cultura
e educacgdo, deve-se questionar a prépria premissa de categorizar pessoas com base em
caracteristicas faciais, fisicas ou raciais, promovendo uma abordagem mais inclusiva e ética.

O dentro, o fora e 0 menos que a maquina - heterotopias-
simbionticas
Em 1966, Foucault proferiu duas conferéncias em que tratava da relagcdo entre espaco,

utopia, corpo e heterotopia, buscando explorar como os seres humanos inferagem com
0s espacos de maneira material e simbdlica. O conteldo dessas conferéncias resultou num
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livro langado no Brasil em 2013 sob o titulo O corpo utépico, as heterotopias. A proposicdo
de Foucault, em linhas gerais, € a de que o corpo humano é o ponto de partida para muitas
utopias, sendo ele uma entidade inescapdvel e onipresente, de modo que O corpo pPossui
sempre um lugar, sendo localizado em espacos especificos. O corpo se difere da utopia visto
que esta corresponde a um “sem lugar” ou “lugar fora” de todos os lugares, indicando que as
utopias projetam no corpo suas multiplas formas de fascinio (belo, limpido etc.) e eliminagdo (o
apagamento, a morte etc.). Decorre dai que, para Foucault, o “corpo utdpico” refere-se a ideia
do corpo como um lugar de projecdes, desejos e fantasias que, no entanto, ndo existem em
nenhuma realidade tangivel. E um corpo que habita um espaco outro, intimamente ligado a
um “ambiente” de constante transformagdo. Um exemplo que cabe ser mencionado € o corpo
em um espelho, que é ao mesmo tempo uma reflexdo exata e uma proje¢do distante e que
pode ser considerado uma forma de corpo utdpico, pois representa algo que estd e ndo estd
14, criando uma presenca ilusoria.

Essa nocdo nos parece particularmente interessante quando utilizada para pensar as
“cidades infeligentes” e seus multiplos sistemas integrados, sobretudo, como exercicio de uma
politica de vigilantismo e securitizagdo. Corpos sdo filmados, projetados em telas, calculados,
metrificados, classificados em velocidades relativisticas, muitas vezes “coexistindo” em dois
ou vdrios lugares (fisico e virtuais) ao mesmo tempo, desde telas de smartphones as telas de
sistema de rastreio policiais ou no interior de meticulosos sistemas de empresas que escrutinam
comportamentos para extragdo de lucro por meio de sofisticados equipamentos como relégios,
escovas de dente, aplicativos de menstruacdo, eletrodomésticos ou, mesmo, quando estamos
relaxadas em nossas casas assistindo a uma série na televisdo. Nessas multiplas realidades
sobrepostas, nossos corpos ndo sdo apenas projetados, sdo também “introjetados” em nds
mesmos a partir de racionalidades de consumo que operam nas camadas de subjetividade
para transformar a forma como ndés mesmas nos percebemos, enquanto comercializam uma
“experiéncia” diferenciada, unica. Cria-se ai um corpo simbiéntico: a fusdo (quase) perfeita
entre realidade virtual e realidade analégica, onde nossos corpos passam a integrar o cdiculo
de mdquinas tecnolégicas, ao mesmo tempo que as produz. No interior desse modelo de
producado, os corpos sao produtos das mais variadas utopias; dos padroes estéticos as camadas
mais ténues de desejo: uma viagem inesquecivel, um carro automatizado ou, ainda, os sistemas
de controle e monitoramento de nossas casas tecnoldgicas. Passamos a introjetar, enquanto
somos projetadas, multiplos sistemas de poder. Passamos a desejar coisas que ndo podemos
comprar; passamos a querer parecer com pessoas completamente diferentes de nds. Passamos
a transformar nossos corpos com cirurgias ou procedimentos estéticos ao sabor das frends de
mercado. Passamos a padronizar nossos penteados ou formas de falar. Mais que isso, basta
vermos uma placa com o sinal “sorria, vocé estd sendo filmado” que reconfiguramos nossos
“mindset” sobre seguranc¢a. Na utopia da seguranca e da saude, implantamos chips ligados a
computador para monitorar ou ainda otimizar as capacidades humanas. Rastreamos nosso DNA
em busca de qualquer vestigio de uma doenca hereditdria ou, mais do que isso, passamos a
selecionar embrides e dvulos para gerar humanos perfeitos.

No contempordneo, hd muitas utopias nas prateleiras da internet, prontinhas para
operarem como a grande promessa de salvacdo de uma humanidade completamente
integrada a gestdo da mdquina e da uliravelocidade de processamento das inteligéncias
artificiais “x” vezes mais eficientes que o cérebro humano. Eisso o contemporéneo: a produgéo
incessante de simbiontes tecnopoliticos que coexistem numa profusdo de espagos materiais e
imateriais, conduzindo toda nossa espécie a variadas formas de realidades que ndo sdo mais
distinguiveis entre o virtual e o analégico. Tudo é real e realmente conectado.

Essa nogdo que interconecta um “fora” e um “dentro” ou, melhor, que indica outras formas
de espacialidade que justapdem espacos aparentemente incompativeis € chamada por Foucault
(2013) de heterotopia. Para ele, trata-se, portanto, de lugares reqis que co-existem aos espacos
“regulares”,” mas que sdo essencialmente diferentes, contestando ou desafiando o espagco em
que vivemos. Foucault diferencia heterotopias de utopias, explicando que, enquanto as utopias
sdo lugares idealizados que ndo “existem”, as heterotopias sGo lugares concretos que funcionam
com suas préprias regras. A partir de Foucault, Paul Preciado (2020, p. 124-125) defende que a
heterotopia “altera as relagdes habituais entre forma e funcdo, projeta um espaco tridimensional
em um bidimensional”. Para Foucault, as heterotopias podem ser tempordrias — como festas

7 Foucault define as heterotopias como espacos reais que coexistem e se relacionam com outros espacos, mas
que, ao mesmo tempo, funcionam de modo distinto ou “fora” da normatividade espacial. Ao contrdrio de utopias,
que sdo espacos imagindrios e ideais, as heterotopias estdo presentes no mundo fisico, mas operam de maneira a
subverter ou reorganizar a experiéncia do espaco e do tempo. O exemplo do cemitério é usado por Foucault para
demonstrar como a vida e a morte coexistem simbolicamente em um local, onde a meméria dos mortos persiste
em um espaco dos vivos. Outro exemplo é o teatro, onde multiplos tempos e lugares séo encenados e sobrepostos
em um unico espaco, criando uma coexisténcia simbdlica de realidades distintas. Esses espacos heterotdpicos
desafiam as légicas convencionais e servem como dreas onde normas culturais e sociais podem ser questionadas
ou reconfiguradas.
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Ou carnavais — ou permanentes — como museus ou prisdes. Esses espagos tém uma funcdo em
relacdo ao espaco restante da sociedade, seja para criar uma ilusdo de outro mundo ou para
funcionar como um lugar de compensag¢do para a realidade cofidiana.

Nd&o desejamos abandonar os conceitos foucaultianos de “corpo utépico” e “heterotopia”.
Ao contrdrio, desejamos propor uma camada adicional de interpretagdo a partir do fenébmeno
contempordéneo das cidades inteligentes, sugerindo aqui a nogdo de heterotopias-simbidnticas;
ou seja, a producdo de corpos e subjetividades a partir de “projecdes utdpicas” no imanente,
criando multiplas formas de realidade no contempordneo a partir de espagos que existem fora
ou na co-extensdo de espacgos regulares entre o virtual € o analégico, o micro e 0 macro, o
cédigo de computador e os codigos sociais, numa justaposicdo infinita que produz e mantém
o contempordneo e as novas regras de fabulagdo maquinica coletiva. Ao produzir corpos e
subjetividades, as heterotopias-simbiontes produzem os humanos e as novas fronteiras da
humanidade, ao mesmo tempo que “montam” e “desmontam”, de acordo com os algoritmos
de mercado, as periferias e tudo aquilo que é mais ou menos que elas. Elas colocam em
agenciamento o “virtual”, com as topografias urbanas, politicas, estéticas, sociais e culturais,
fazendo do contempordneo um fendmeno que coexiste num espago-temporalidade proprio,
enquanto sdo gerenciadas por sistemas informdticos € humanos formatadamente informatizados.

A nocdo de heterotopias-simbidnticas nos permite olhar para o modelo de gestdo das
cidades inteligentes como espacos “coextensivos” ou justapostos e digitalmente acoplados,
onde os corpos — sobretudo em corpos que colocam as normas de género, raca e sexualidade
em crise — tornam-se produtos de experiéncias tecnolégicas e sociais. Dito de outro modo, elas
produzem a “ilusdo” de que corpos que ocupam as categorias de periferia seriam incluidos
nos mais diversos campos sociais, politicos e econémicos através da falsa ideia de integracdo
digital proposta no ceme das cidades inteligentes. Para estar incluso, bastaria vocé ter um
smartphone com acesso d internet que sua cidadania e sua possibilidade de reconhecimento e
voz passariam a ser outorgadas no mesmo patamar daqueles que historicamente usufruem das
benesses sociqis que esse modelo urbano promete.

Ao contrdrio, elas, ao produzirem essa ilusdo de pertencimento e cidadania, criam (outros)
espacos de periferia, onde — em tese — a periferia passa a infegrar espacos de “centro” e onde
as regras de seguranga se sofisticam, se capitalizam, se fornam supostamente menos restritivas,
do ponto de vista de circulagdo social, mas mantém sua tradicdo necropolitica. Assim, o erro do
reconhecimento facial em pessoas trans, por exemplo, acontece simultaneamente em multiplos
espacos onde se reafirma o lugar de periferia que essas pessoas experimentam cotidianamente
no que tange a deslegitimacdo de sua identidade de género, d negacdo de seus direitos como
cidaddo e as variadas formas de discriminagcdo ou mortes a que sdo submetidas socialmente.
Da mesma forma, dispositivos tecnoldgicos como sistemas biométricos em aeroportos (Toby
BEAUCHAMP 2019), aplicativos publicos baseados em légicas bindrias (SILVA; VARON, 2021), e
mecanismos financeiros que controlam recursos, mas ndo reconhecem identidades de género
dissidentes, criam novas racionalidades que ampliam as desigualdades em zonas de fronteira e/
ou de transito. Essas tecnologias ndo sGo neutras; elas reforcam a exclusdo, operando dentro de
estruturas que segmentam os individuos em categorias fixas, enquanto ignoram realidades que
ndo se encaixam nas normas ou padrdes universais de “correto”, “ideal”, “desejdvel”, por fim,
“normall”. A légica de controle que regula o trafego de fronteiras entre o “primeiro” e o “segundo”
mundo exemplifica como essas tecnologias perpetuam desigualdades globais, consolidando
hierarquias geopoliticas e sociais, desde 0 momento de emissdo de um passaporte as politicas
de visto ou imigracdo. Assim, longe de simplesmente otimizar processos, essas ferramentas
ampliam as margens de exclusdo, especialmente para grupos que vivem nas periferias ou em
condicdes liminares ou, ainda, individuos cujos corpos sdo interpretados eles mesmos como
territérios de dissidéncia.

A fronteira nGo é mais apenas uma linha de demarcagcdo que separa distintas entidades
soberanas. Como um dispositivo ontolégico, ela agora opera por si sé e em si mesma, anénima,
impessoal, com suas proprias leis. Ela € cada vez mais 0 nome préprio da violéncia organizada
que sustenta o capitalismo contempordneo e a ordem do nosso mundo em geral — a crianga
separada dos pais e trancada em uma jaula, mulheres € homens supérfluos e condenados ao
abandono, naufrdgios e afogamentos as centenas, ou mesmo aos milhares, a cada semana,
a espera e a humilhagdo sem fim nos consulados, o tempo suspenso, jornadas de inforttnio
e errdncia por aeroportos, delegacias de policia, parques, estagdes ferrovidrias, até mesmo
pelas calcadas das grandes cidades, onde, assim que cai a noite, cobertores e trapos sédo
arrancados de seres humanos ja despojados e privados de quase tudo, incluindo dgua, higiene
e sono, de corpos degradados, em suma, uma humanidade deserdada (MBEMBE, 2021).

No mundo atual, um sujeito pode visitar um outro pais sem nunca precisar colocar seus
pés no lugar. Visitas on-line a museus com espdlio de outros mundos indicam que as fronteiras
parecem estar mais fluidas, mas o j& duro controle imigratério tem se recrudescido cada vez
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mais. Os limites ndo sGo necessariamente geogrdficos, tornam-se materialmente e digitalmente
palpdveis frente a precarizagcdo do trabalho, da renda e das dindmicas de emissdo de visto,
ou dos exorbitantes valores dos ingressos para uma visita presencial num desses museus.
Essa heterotopia-simbidntica promove uma tecnologizagdo de fronteiras em velocidades
inimagindveis com vistas a oferecer uma suposta praticidade, mas a partir de termos pouco
transparentes quanto & politica de dados. Constroem-se ambientes onde as barreiras de
separagdo fisica e virtual parecem ser diluidas, mas a oferta de servicos bancdrios, a

digitalizacdo de bancos de dados e de sistemas de registros, desenvolvimento de novos dispositivos
de rastreamento, como sensores, drones, satélites e robds-sentinelas, sensores infravermelhos
e cdmeras de vdrios tipos, controle biométrico e a utilizagdo de smartcards contendo dados
pessodis, tudo estd sendo feito para transformar a prépria natureza do fenémeno fronteirico e
precipitar o advento de fronteira mével, portdtil, onipresente (MBEMBE, 2021).

Em cidades como o Rio de Janeiro, a periferia franscende a mera delimitagdo geogrdfica;
ela é também composta por corpos majoritariamente negros, transexuais € ndo bindrios
que vivenciam a opressdo social e econémica em um contexto de desigualdade e violéncia
agravado, mais recentemente, pela pandemia e as tentativas de implementacdo tecnolédgica
para sua solugdo (SILVA, 2021). Esses individuos, frequentemente invisibilizados, se aglomeram no
transporte publico, contraponto a fragilidade da vida a um virus letal, a urgéncia do trabalho e da
produgdo econdmica. A violéncia € uma constante, como evidenciado pelas balas que atingem
desproporcionalmente criangas negras, enquanto o estado busca solugdes tecnolégicas, como
drones automatizados importados de Israel,® para lidar com a inseguranga nas fronteiras entre as
regidées mais ricas e as mais pobres. Essa légica de controle e militarizagdo revela uma abordagem
que prioriza a vigil@ncia sobre a protecdo dos direitos humanos, perpetuando ciclos de exclusdo e
brutalizacdo. Assim, a periferia ndo € apenas um espaco fisico, mas um campo de batalha onde
se manifestam desigualdades raciais, de género, sociais e politicas, exigindo uma andlise critica
das dindmicas de poder que a moldam. H& uma ideia de que a circulagdo estd expandida e
que, com isso, SOoMmos Mais ou menos iguais, mas, com ela, expandem-se também as fronteiras e
a prépria nogdo do que € ou quem € a periferia. Humanos tornados “simbiontes”, na conjuncéo
homem-mdquina, alargam a coextensdo dos espacos fisicos e virtuais ou “on-line” e “offline” ou,
ainda, revelam as contradi¢gdes politicas e estruturais entre periferia e centro.

Um olhartransfeminista: vigilantismos e técnicas de“inteligéncia”
no uso de tecnologias para otimiza¢ao urbana

As chamadas “cidades inteligentes”, como vimos, tém sido promovidas como solugoes
modernas, eficazes e, em Uultima instdncia, quase “sobrenaturais” para enfrentar os desafios
urbanos contempordneos. No escopo dessas inovagodes, a implementacdo de tecnologias como
o reconhecimento facial garante permitir formas de autenticacdo e seguranca de maneira
dgil, eficaz e prdtica tanto para usudrios quanto para governos e empresas. No entanto, essas
inovagodes tecnoldgicas, frequentemente voltadas para a vigilGncia e o controle, revelam-se
profundamente excludentes, especialmente por ampliarem nogdes mais ou menos estdveis de
periferias urbanas, enquanto ampliam formas dindmicas e automatizadas de racismos. Além
disso, o uso de tecnologias biométricas, a exemplo do reconhecimento facial, tem se mostrado
ineficaz para o reconhecimento e/ou identificacdo de pessoas trans. Estudos comparativos
apontam, por exemplo, que as taxas de acerto no reconhecimento facial de pessoas trans e
ndo bindrias é inferior a 60%, enquanto tais indices representam acertos na casa dos 98,3%
para mulheres cis e 97,6% para homens cisgéneros (Rodrigo ALMEIDA, 2019).

Esses indices sdo debatidos do artigo How Computers See Gender: An Evaluation of
Gender Classification in Commercial Facial Analysis and Image Labeling Services (SCHEUERMAN;
PAUL; BRUBAKER, 2019), que revela importantes limitacdes e impactos negativos dos sistemas de
andlise facial comercial no reconhecimento de identidades de género diversas. A pesquisa
avaliou dez servigos comerciais e constatou ainda que pessoas ndo bindrias sdo completamente
excluidas dessas classificagoes, j& que os sistemas s6 reconhecem géneros bindrios, resultando
em uma precisdo de 0% para géneros como agénero e genderqueer. Dito de outro modo, o
sistema errou 100% das vezes com pessoas ndo bindrias.

Esses resultados evidenciam uma inadequacdo estrutural nos sistemas de reconhecimento
facial que operam com base em modelos cisnormativos. Os dados indicam que 0s servicos
comerciais codificam o género de maneira simplista, reduzindo-o a uma dicotomia entre
“masculino” e “feminino”. Tal abordagem ignora a fluidez e a diversidade das identidades de

8 Em dezembro de 2018, o entdo governador eleito do Rio de Janeiro, Wilson Witzel, vigjou para Israel, com o
objetivo de obter acesso a tecnologias de seguranga, como drones armados e cdmeras de reconhecimento facial
como parte de suas promessas de campanha. A visita foi organizada em parceria com a Embaixada de Israel.
Durante a campanha eleitoral daquele ano, Witzel realizou uma série de declaragdes bélicas, com a promessa de
que essas tecnologias poderiam contribuir para dar um fim & violéncia no Rio.
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género, reforcando esteredtipos sobre a aparéncia e a expressdo de género. Dessa forma,
essas tecnologias perpetuam visdes reducionistas sobre o que “deve” ser considerado masculino
ou feminino, marginalizando individuos cuja identidade ou expressdo foge dessas normas.

Além disso, cabe ressaltar, os impactos desse viés tecnolégico sdo preocupantes, ndo
somente para pessoas trans e ndo bindrias, mas especialmente para pessoas que ja enfrentam
desigualdades desproporcionais em prdticas urbanas e coletivas de seguranca e acesso a
servicos, a exemplo de moradores de favelas, indigenas, quilombolas e outros. A falha em
reconhecer e “classificar” adequadamente tais identidades reforca processos de exclusdo
social e institucional, agravando os riscos de discriminacdo em contextos como seguran¢a e
saude publica, vigildncia e, até mesmo, nos processos de contratagdo. O modus operandi
de classificacdo de género desses instrumentos pode intensificar disforia e vulnerabilidade
emocional, gerando danos psicoldgicos e, em Ultima instGncia, impactar a autonomia dos
sujeitos de falar e determinar seus géneros (autodeterminagdo de género). Esses sistemas, ao
serem integrados em infraestruturas sociais e tecnolégicas, a exemplo do modelo e tentativas de
implementacdo das cidades inteligentes, tendem a reforcar estruturas bindrias de género que jd
marginalizam essas populagdes em diversas esferas da vida cotidiana.

Mas os desafios ndo se limitam ao reconhecimento facial. O avango das tecnologias de
vigiléncia, especialmente no contexto do controle de fronteiras e da seguranca nacional, fem
exercido um impacto desproporcional sobre as populacdes transgéneras. No livio Going Stealth,
Beauchamp (2019) investiga a forma como essas tecnologias, longe de serem neutras, perpetuam
preconceitos enraizados em dindmicas raciais € de género, ampliando o controle estatal sobre
corpos que desafiam normas cisgénero e brancas (Sara YORK; Denize SEPULVEDA, 2022). Para ele,
as prdticas de vigildncia contempordneas ndo apenas identificam e monitoram pessoas trans,
mas produzem e reforgcam ativamente categorias de diferenca, colocando essas populagdes em
situacdes de vulnerabilidade e violéncia institucional em diferentes setores sociais.

Um dos argumentos levantados pelo autor se baseia na no¢cdo de “corpo suspeito”
que, segundo ele, emerge como uma categoria central para se observar incidentes como os
relacionados aos scanners corporais em aeroportos, visto que tais incidentes evidenciam como
as tecnologias biométricas tratam corpos trans como “andémalos”, resultando em uma exposi¢do
continua ao escrutinio e & humilhagdo publica. Esses scanners, mais do que identificar riscos
ou ameacas por objetos, passam a identificar o risco e a ameaca que determinadas pessoas
representam para a sociedade e/ou o funcionamento normativo de controle de aeroportos, por
exemplo. Ou seja, as tecnologias que visam a seguranga ndo sdo meras ferramentas de controle
de fronteira, mas mecanismos que codificam corpos de maneira assimetricamente racializada
e generificada. Para Beauchamp, o impacto desproporcional sobre pessoas trans revela as
contradi¢des subjacentes nas alegag¢des de neuiralidade tecnoldgica, muito comumente
identificada no cerne dos objetivos das ditas “cidades inteligentes”: ao invés de proteger, esses
sistemas reforcam normas cisgénero e raga que associam o desvio de género & ameaga, a um
tipo de risco constante e iminente.

Com a emergéncia de um mundo cada vez mais globalizado, essa dindmica fica
particularmente evidente no contexto do controle de fronteiras, onde a vigildncia e a exclusédo
racial estdo intfimamente entrelacadas. A este respeito, Beauchamp argumenta que as fronteiras
modernas ndo se limitam ao territério geogrdfico, mas invadem os corpos, categorizando-
os como problemdticos ou (in)seguros, novamente tendo por base tanto as normas raciais
- incluindo-se o local de origem das pessoas —, quanto as normas de género. Dessa forma,
percebe-se que o uso de tecnologias de biometria na seguranca estatal, seja para o controle
de fronteiras, seja para o modelo de organizacdo social em cidades hipervigiadas, reflete, por
fim, um legado colonial e eugenista que continua a discriminar pessoas trans e racializadas,
resultando nos processos pelos quais a no¢cdo de visibilidade - frequentemente defendida como
uma forma de empoderamento para pessoas frans — torna-se, paradoxalmente, uma armadilha.
Para o autor, ao invés de proporcionar protegdo, a visibilidade trans em espagos de vigiléncia,
como aeroportos e instituicdes estatais, frequentemente resulta em maior vulnerabilidade ou
exposicoes a multiplas formas de humilhagdo, violéncia e, as vezes, cerceamento de liberdades.
Isso porque, soma-se ao cdlculo dessas estratégias, a légica de “seguranca versus privacidade”
passa a ser aplicada de maneira desigual, onde a privacidade se torna um privilégio inatingivel
para pessoas que jd vinham ou compunham contextos de marginalizacdo, especialmente as
que sdo racializadas, imigrantes, faveladas e outras. E nessa perspectiva que o conceito de
“stealth”, apresentado pelo autor, € que significa, em linhas gerais, “esconder a identidade
trans”, surge como um mecanismo de sobrevivéncia, mas & continuamente minado pelas
exigéncias documentais e biométricas de conformidade com padrées normativos. Além disso,
embora “esconder” sua identidade de género possa representar uma estratégia disruptiva de
resisténcia, ndo € uma alternativa vidvel a todas as pessoas trans, visto que — para além das
questées documentais e biométricas, o processo de transicdo de género ndo homogéneo
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implica questoes diversas tais como econdmicas/materiais, orgdnicas e mesmo raciais ou locais,
como governos que ndo oferecem ou proibem acesso a servicos de saude para tal finalidade.

Cabe destacar, ainda, que as prdticas de vigildncia e/ou “tecnologizagdo” das cidades
frequentemente s@o justapostas ao discurso da guerra ao terror ou a um inimigo abstrato e
pouco tangivel fomentado no cerne do avanco das politicas conservadoras, muitas vezes
associadas a extrema direita. Tais politicas ndo apenas monitoram, ou utilizam retéricas politicas
— sobretudo em periodos eleitorais —, mas produzem ativamente o corpo transgénero como um
corpo desviado, andémalo e, portanto, uma ameaga.

Desta maneira, a andlise critica do impacto das tecnologias contempordneas sobre
pessoas trans expande-se para uma critica ao sistema de vigildncia como um todo que, cada
vez mais, estd presente no imagindrio politico de ampliagdo e/ou construgdo de cidades que se
propdem como inteligentes, a exemplo do Rio de Janeiro, onde a ampliacdo dos sistemas de
monitoramento e a criagcdo de centros integrados ndo deixaram nem a cidade mais inteligente,
como também tém sido pouco eficazes para o controle da violéncia (NUNES; SILVA; OLIVEIRA, 2022).

Uma forma de contornar tais desafios no campo da visibilidade nesses sistemas pode
ser as iniciativas de advocacy no sentido de questionar e denunciar 0s mecanismos de
exclusdo que essas formas de vigilantismo produzem. No entanto, sem questionar as premissas
subjacentes a vigilancia, as dindmicas de advocacy correm o risco de reforcar as mesmas
estruturas que perpetuam a exclusdo. Ao pedir por maior visibilidade e reconhecimento dentro
dos sistemas de seguranga, tais movimentos podem inadvertidamente legitimar prdticas que
desumanizam corpos transgénero e racializados, em vez de desafid-las. Para evitar esses
riscos, € importante que pessoas trans, sobretudo negras, possam ocupar lugar nas tomadas
de decisdo, visando ndo apenas a visibilidade sem estigma, mas um acesso emancipado as
benesses que eventualmente esses sistemas inteligentes e integrados possam proporcionar ou,
ainda, conforme sugere Beauchamp (2019), focar as fissuras e contradicdes dentro das prdticas
de vigildncia, como forma de imaginar novas possibilidades politicas que ndo dependam da
visibilidade forcada e do confrole estatal sobre corpos desviantes.

Além disso, conforme indicam Varon e Silva (2021), os esforgcos de automatizar servigos
publicos, no escopo das tentativas de tornd-los eficazes, prdticos e inteligentes, constantemente
esbarram na reiteracdo de prdticas transfébicas, visto que tais tecnologias, ao operarem
numa perspectiva bindria, acabam por impedir que pessoas frans acessem servigcos bdsicos
e fundamentais como, por exemplo, INSS, Bilhete Unico e outros. Para as auforas, o uso dessas
tecnologias pelo setor publico no Brasil, embora possa, a longo prazo, ampliar a oferta de
servicos, levanta importantes questoes sobre controle social e exclusdo. Essas ferramentas, como
as plataformas Datavalid e Biovalid, operadas pelo Servico Federal de Processamento de Dados
(SERPRO), sGo empregadas para verificar identidades e garantir o acesso a servicos publicos,
como a valida¢do de carteiras de habilitacdo e a prova de vida de aposentados. No entanto, a
falta de transparéncia no compartiihamento de dados entre o setor publico e privado, somada
ao risco de privatizagdo dessas bases, coloca em evidéncia as falhas éticas e operacionais
desse sistema.

Tais sistemas/tecnologias, ao utilizarem dados biométricos, como o reconhecimento
facial, por exemplo, mas ndo apenas, para autenticar identidades, muitas vezes inviabilizam
a autonomia dos sujeitos, anulando completamente suas identidades de género ou, ainda,
facilitando que funciondrios e gestores publicos tratem de maneira desigual pessoas trans
visto que exigem documentos com nomes de registro e sexo. No caso do Datavalid, por
exemplo, a tecnologia verifica as informagdes pessoais presentes em documentos como a
CNH, comparando-as com bases de dados federais. O Biovalid, por sua vez, € um sistema de
autenticagcdo por imagem facial usado para validar identidades remotamente. Embora esses
sistemas sejam apresentados como formas de aumentar a eficiéncia e combater fraudes, eles
ndo sdo isentos de erros. O alto indice de falsos positivos € negativos — especialmente quando
as informagodes biométricas ndo coincidem perfeitamente com os dados pessoais — demonstra
que essas tecnologias podem excluir segmentos significativos da populacéo.

Para pessoas trans, esses erros sdo exacerbados pela incompatibilidade entre suas
informagoes biométricas e a forma como seus documentos foram registrados ao longo do
tempo. Muitas pessoas trans possuem documentos em que o género € o nome legal ndo
correspondem d sua identidade de género vivida. Sistemas como o Biovalid e o Datavalid
podem rejeitar automaticamente essas identidades, impedindo que essas pessoas acessem
servicos fundamentais, como o INSS ou a renovagcdo da CNH. O simples fato de a tecnologia
“ndo reconhecer” o género ou a aparéncia de uma pessoa trans pode levar a constrangimentos
em interagdes cotidianas, como em checkpoints de segurangca ou ao acessar espacos
publicos, reforcando uma sensacdo de marginalizagcdo e violéncia institucional. O impacto &
particularmente grave em contextos de vulnerabilidade, como a prova de vida para aposentados
trans, onde a negacgdo de identidade pode significar a perda de beneficios essenciais.

12 Revista Estudos Feministas, Floriandpolis, 33(1): €104270
DOI: 10.1590/1806-9584-2025v33n1104270



VIGILANTISMO E PERIFERIZACAO SMART: UMA ABORDAGEM TRANSFEMINISTA

As autoras destacam ainda que o uso de tais tecnologias em sistemas de transporte,
como o Bilhete Unico e o Embarque Seguro, também exemplifica a extenséo do problema. Para
elas, ao monitorar as viagens de pessoas através do reconhecimento facial, o governo néo
apenas reforga o controle sobre corpos trans, mas também cria um ambiente onde o acesso a
direitos bdsicos — como o fransporte publico — depende de uma conformidade biométrica que
muitas vezes ignora as realidades dessas populacdes. A implementacdo dessas tecnologias,
sem um controle adequado sobre seus vieses e consequéncias, pode resultar em um ciclo
continuo de exclus@o, onde a visibilidade trans, ao invés de proporcionar seguranga, aumenta
a vulnerabilidade ao controle estatal.

Esse cendrio é ainda mais preocupante quando consideramos a crescente integragdo
entre o setor publico e empresas privadas na gestdo de dados biométricos. Ao terceirizar o
confrole desses dados a empresas, conforme argumentam as autoras, o governo transfere a
responsabilidade de proteger direitos fundamentais, como a privacidade e a autodeterminacéo
de género, para atores cujo interesse principal € o lucro. Empresas que operam sistemas como
o Biovalid ndo apenas tém acesso a informagdes sensiveis, mas também podem utilizd-las
para finalidades comerciais, criando novas camadas de vigilancia e, por fim, discriminacdo.
Dessa maneira, o impacto desse contexto para pessoas frans € duplo: por um lado, elas
enfrentam a exclusdo social e a negagdo de servicos essenciais; por outro, suas identidades
s@o constantemente questionadas e sujeitas a validagdo externa por sistemas que reforcam
normas cisgéneras e bindrias.

No centro do debate sobre cidades e sistemas inteligentes — ou, ainda, dos esforcos de
se alcangar status de centro urbano inteligente — estd, portanto, a manutengcdo de modelos de
estrutura de exclusédo que amplia as nocdes de periferia, conforme temos defendido neste artigo.
Sem medidas de transparéncia, controle de vieses algoritmicos e garantias de protecdo de
dados, essas tecnologias continuardo a perpetuar dindmicas de exclusdo, controle e eliminacdo.
O que se apresenta, ou melhor, se vende como uma solucdo de eficiéncia e seguranca é, na
verdade, uma extensdo das prdticas de vigiléincia e dominagdo que historicamente marginaliza
0s corpos e experiéncias que ndo se conformam ds normas cisgéneras e coloniais que jd
marcam profundamente a sociedade brasileira.

Como forma de resisténcia, as criticas emergem tanto da academia quanto de ativistas
da comunidade frans, que defendem a urgéncia de reformar essas infraestruturas tecnoldgicas
para que sejam mais inclusivas. Propdem-se solugdes que abordem o género como um espectro,
reconhecendo a pluralidade de identidades de género. Este cendrio revela a necessidade
de reconsiderar profundamente como a tecnologia é projetada, adotando abordagens que
respeitem e reflitam a diversidade da experiéncia humana, em vez de reforgar limitagdes e
desigualdades sistémicas.

Mas como vimos, resisténcias sGo possiveis. Estratégias de resisténcia coordenadas por
grupos minoritdrios emergem como formas de contestar tais dindmicas de poder, utilizando
ferramentas digitais como hashtags para evidenciar as incongruéncias, discrepdncias e falhas
nos modelos de vigilantismo e securitizagdo que contribuem para manutengdo das tradigcoes
coloniais de eliminagdo.

Essas estratégias de resisténcia digital podem operar como uma resposta direta as
tecnologias de vigildncia que, sob o pretexto de seguranca e eficiéncia, exacerbam a
violéncia e a discriminagdo a partir de suas racionalidades intrinsecas ao modelo neoliberal. Os
algoritmos que sustentam essas tecnologias, por exemplo, frequentemente carregam consigo
0s preconceitos da sociedade que os criou, resuliando em sistemas que sdo particularmente
imprecisos e perigosos para pessoas negras ou de identidades de género ndo normativas. Essas
falhas tém consequéncias reais e violentas, como a criminalizagdo indevida e o aumento da
vulnerabilidade dessas populacdes.

No cendrio das “cidades inteligentes”, a resisténcia toma forma através da manipulagdo
intencional dos algoritmos para subverter suas funcdes originaimente opressivas. Em vez de
simplesmente aceitar as condicoes impostas por essas tecnologias, grupos “minoritdrios” podem e
tém utilizado hashtags de forma estratégica parainfluenciar os algoritmos e promover umamudanga
geral na abordagem dessas tecnologias, ao menos nos ambientes digitais e nas redes sociais,
alterando ndo apenas a visibilidade, mas também a percepcdo das identidades marginalizadas
nas plataformas digitais. Por meio de campanhas organizadas, hashtags como #TransVisibilidade,
#TravestiResisténcia, #LGBTQIAInclusGo, #VidasNegrasimportam, #CelebroMinhaNegritude e
outras sGo disseminadas em massa, desafiando os algoritmos a reconhecerem e darem destaque
a conteudos que promovam narrativas afirmativas e inclusivas. Essa acdo ndo se limita a aumentar
o volume de conteldo relacionado a essas identidades, mas fambém busca reconfigurar a forma
como essas identidades sdo representadas, afastando-se das representacdes estigmatizadas e
aproximando-se de uma representacdo mais positiva e redlista.

Entretanto, essa forma de resisténcia digital ndo é isenta de desafios. A eficdcia dessas
estratégias depende de um alto nivel de engajamento e coordenagdo entre os participantes,
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algo que pode ser dificil de sustentar sem uma organizagdo robusta e recursos adequados. Além
disso, as plataformas digitais estdo constantemente ajustando seus algoritmos, o que exige que
as estratégias de resisténcia sejam igualmente adaptdveis e inovadoras. Existe também o risco
de repress@o e censura por parte das empresas de tecnologia, que podem restringir ou suprimir
a disseminagdo coordenada de hashtags, se isso for percebido como uma violagdo de suas
politicas de uso.

Apesar dessas dificuldades, as estratégias de resisténcia digital representam um
uso criativo e poderoso das tecnologias contempordneas €, numa escala mais ou menos
reduzida, fazem frente aos modelos gerais de organizacdo das “cidades inteligentes” com suas
plataformas hiperconectadas. Ao transformar os espacos digitais em espacos de contestagcdo
e empoderamento, essas estratégias desafiam a légica excludente das “cidades inteligentes”
e oferecem um contraponto significativo a tendéncia de utilizar a tecnologia como ferramenta
de controle e opressdo. Nesse sentido, ao evidenciar as falhas e limitacdes dos sistemas de
vigilantismo, essas estratégias ndo apenas denunciam as injusticas existentes, mas também
contribuem para promoc¢do de debates cruciais sobre o futuro das cidades e a necessidade de
politicas verdadeiramente inclusivas.

Em ultima andlise, as estratégias de resisténcia coordenadas por grupos periferizados com
o uso de hashtags, ou mesmo campanhas virtuais, sdo mais do que uma simples intervencdo
digital; elas representam uma luta continua, a partir das préprias plataformas, pela afirmagao
de identidades que o sistema tenta marginalizar. Através da subversdo dos algoritmos, essas
acdes contfribuem para a construcdo de um espaco digital mais justo e inclusivo, onde todas
as identidades possam ser reconhecidas e celebradas, desafiando as “cidades inteligentes” a
cumprirem sua promessa de inclusdo para todos.

A andlise deste artigo examina criticamente a implementagdo de tecnologias e politicas
de seguranca publica nas chamadas “cidades inteligentes”, com foco no contexto brasileiro,
particularmente na experiéncia do Rio de Janeiro. Embora essas iniciativas prometam melhorias
na qualidade de vida e na eficiéncia dos servicos urbanos, o que se observa, na prdtica, € a
intensificacdo das desigualdades sociais e a exclusdo, especialmente nas periferias, agravada
pela morosidade do poder legislativo em encontrar solugdes eficazes. Desenvolvidas sob uma
I6gica neoliberal e corporativa, essas tecnologias frequentemente ignoram as necessidades
e os direitos de grupos marginalizados, priorizando interesses econdmicos e de seguranca.
Exemplos como o reconhecimento facial, marcado por vieses contra pessoas negras, mulheres,
pessoas trans e ndo bindrias, evidenciam como esses sistemas reforgam discriminagoes e
perpetuam estruturas de poder excludentes. Nas periferias, onde a infraestrutura é precdriq,
essas tecnologias tornam-se ferramentas de controle que ampliam vulnerabilidades e riscos,
transformando espacos periféricos em zonas de exclusdo difusa. Em particular, pessoas trans
enfrentam erros tecnoldgicos que expdem suas identidades a violéncias e discriminagdes,
enquanto mulheres negras sofrem a combinacdo de racismo e sexismo exacerbada por falhas
desses sistemas, que jd resultaram em prisdes equivocadas. Para enfrentar essas dindmicas, €
fundamental questionar a ideia de que a tecnologia, isoladamente, resolve problemas sociais
complexos, e incluir perspectivas transfeministas em sua concepcdo e implementacdo. Tal
abordagem pode mitigar interesses corporativos ou bélicos e fomentar modelos mais inclusivos
e justos, combatendo a violéncia e a exclusdo sistémica.

(In)Conclusoes finais

As tecnologias de vigilGncia, em especial o reconhecimento facial, trazem profundas
implicacodes sociais e politicas, revelando como as inovagdes tecnolégicas podem reforgar
desigualdades preexistentes, sobretudo no escopo das famigeradas “cidades inteligentes”.
O impacto dessas tecnologias se torna mais evidente quando analisado sob a ética das
populacdes marginalizadas, como as pessoas trans e negras. Embora vendidas como solugoes
de eficiéncia e seguranga, muitas dessas tecnologias perpetuam preconceitos estruturais ao
automatizarem a exclus@o e reforcarem o controle social.

Para as pessoas trans, as tecnologias biométricas apresentam uma série de desafios.
Muitos sistemas falham em reconhecer adequadamente identidades que ndo se encaixam em
categorias bindrias de género, resultando em altos indices de falsos positivos. Isso ndo apenas
nega a identidade de género dessas pessoas, mas também as expde a constrangimentos
e, potencialmente, a violéncia institucional. Um exemplo claro é a dificuldade de validagéo
de documentos ou acesso a servigos publicos, que agora dependem de tecnologias de
reconhecimento facial implementadas sem a devida preocupacdo com a diversidade de
género. Essas falhas tecnolégicas reforcam a exclusdo, intensificando as desigualdades de
género e promovendo a vulnerabilidade psicolégica.

E fundamental considerar a importéncia das subjetividades agenciadas pelas tecnologias
de género, que vao além da presun¢do cis-heteronormatizada. A interagdo entre tecnologia e
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género ndo é apenas uma questdo de reconhecimento, mas também de como as identidades
s@o construidas e visibilizadas na sociedade. As tecnologias devem reconhecer as diversas
identidades que ndo se limitam ao bindrio, como pessoas ndo bindrias e de género fluido,
promovendo oportunidades de empoderamento e agenciamento. No entanto, as tecnologias
de vigil@ncia frequentemente reforcam preconceitos, resultando em falsos positivos € expondo
as pessoas a violéncia institucional.

A automatizacdo da exclusGo perpetua um ciclo que marginaliza ainda mais as
populagdes vulnerdveis, criando barreiras adicionais no cotidiano. Portanto, é crucial que as
tecnologias sejam desenvolvidas com a participacdo ativa de comunidades marginalizadas,
promovendo o desenvolvimento inclusivo e a educagdo sobre questdes de género. E essencial
que as discussdes sobre essas tecnologias incluam uma perspectiva critica que considere as
subjetividades agenciadas, promovendo um futuro em que todas as identidades de género
sejam reconhecidas e respeitadas, e onde a tecnologia sirva como um meio de empoderamento
e inclusdo, e ndo de exclusdo e controle.

Assim, o ideal de “cidade inteligente”, ao prometer uma gestdo mais eficiente de servicos
publicos e uma integragdo digital de seus cidaddos, esbarra na realidade de exclusdo estrutural
das periferias urbanas. O Rio de Janeiro, por exemplo, apresenta iniciativas como o Centro de
Operacgoes Rio, que utiliza dados e sensores para otimizar a gestdo do trénsito, seguranca e resposta
a desastres naturais. Contudo, essas inovagoes tecnoldgicas, quando aplicadas em dreas nobres,
contrastam fortemente com as condicdes das periferias, que sofrem com a falta de saneamento
bdsico, servicos publicos precdrios e uma abordagem securitdria que prioriza a vigiléincia e o controle
ao invés de politicas inclusivas de desenvolvimento social. Por outro lado, iniciativas de seguranca
publica, como as UPPs e, mais recentemente, o programa “Cidade Integrada”, demonstram o
cardter ambiguo e confraditério dessas infervencdes. Em vez de proporcionarem seguranga,
esses programas reforcam a militarizacdo dos espacos periféricos e acabam por contribuir para
a amplificagd@o da violéncia estatal, especialmente em comunidades majoritariamente negras.
Essas ferramentas e tecnologias que, supostamente, deveriam melhorar a seguranca, revelam-se
sistematicamente ineficazes e frequentemente discriminatérias, como apontamos.

Nessa perspectiva, a aplicacdo de tecnologias inteligentes em espacos urbanos, no dmbito
das chamadas “cidades inteligentes”, também reflete uma légica de exclusdo. Nas periferias,
que sdo dreas historicamente ignoradas e marginalizadas, o reconhecimento facial e as légicas
tecnobélicas sdo utilizados como instrumento de controle, transformando esses espagos em
zonas de segregacgdo digital. Descrevemos, neste artigo, esse fendbmeno como “periferizagéo
smart”, visto que aprofunda a desigualdade ao transformar as periferias em laboratérios para o
desenvolvimento de tecnologias de vigilancia, ampliando-as simultaneamente entre o “on-line”
e o “offline”. Em vez de promover inclus@o, essas tecnologias ampliam as disparidades, operando
como ferramentas de controle social que visam isolar e segregar as populagdes marginalizadas.

Essa realidade exige uma resposta critica e a implementacdo de medidas que garantam
transparéncia no uso dessas tecnologias. O aumento da transparéncia nos processos de coleta e
uso de dados, e a criagcdo de politicas publicas inclusivas sGo passos fundamentais para mitigar
os efeitos discriminatérios dessas inovagoes. Além disso, € essencial que as comunidades afetadas
sejam incluidas no desenvolvimento e implementacdo dessas tecnologias, garantindo que suas
especificidades e direitos sejam respeitados.

Em suma, as tecnologias de reconhecimento facial e outras formas de vigilGncia
precisam ser reavaliadas em termos de seus impactos sociais. Sem um enfoque ético e inclusivo,
que considere as realidades das populagdes mais vulnerdveis, essas tecnologias continuardo
a agravar as desigualdades e refor¢ar estruturas de poder opressivas, colocando em risco a
vida e os direitos de muitos individuos. A luta pela inclusGo de perspectivas transfeministas e
antirracistas na implementacdo dessas tecnologias se faz urgente para que elas sivam como
ferramentas de emancipacdo, e ndo de opressdo.
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