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Cities: Ethical and Legal Foundations
for Sustainable Development

Inteligéncia Artificial e Cidades Inteligentes: Fundamentos
Etico-Juridicos para o Desenvolvimento Sustentdvel
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ABSTRACT: This article investigates the ethical and legal foundations that structure
the right to innovation in the context of smart cities, with an emphasis on the
use of technologies such as artificial intelligence (AI). The aim is to explore how
technological advances can contribute to the sustainable, inclusive, and intelligent
development of cities, while addressing normative challenges related to privacy,
algorithmic transparency, digital vulnerability, and citizen participation. The
objective is to propose normative guidelines and ethical parameters to support
the consolidation of an innovative and responsible urban ecosystem, aligned with
the principles of technological justice.

KEYWORDS: Sustainable Development. Artificial Intelligence. Technological Justice.
Smart Cities.

RESUMO: Este artigo investiga os fundamentos ético-juridicos que estruturam o
direito a inovacio no contexto das cidades inteligentes, com énfase no uso de
tecnologias como a inteligéncia artificial (IA). A proposta visa explorar como os
avancos tecnolégicos podem contribuir para o desenvolvimento sustentavel, inclu-
sivo e inteligente das cidades, considerando os desafios normativos relacionados a
privacidade, a transparéncia algoritmica, a vulnerabilidade digital e a participacio
cidadi. O objetivo é propor diretrizes normativas e parametros éticos que auxiliem
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ARTIFICIAL INTELLIGENCE AND SMART CITIES:
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a consolida¢io de um ecossistema urbano inovador e responsavel, em sintonia com
os principios da justica tecnoldgica.

PALAVRAS-CHAVE: Desenvolvimento Sustentavel. Inteligéncia Artificial. Justica
Tecnologica. Cidades Inteligentes.

1INTRODUCTION

Contemporary cities are undergoing a rapid transformation
through the integration of digital technologies into their infrastruc-
ture, management, and operations. Under the concept of smart cities,
platforms based on artificial intelligence, big data, sensors, the Internet
of Things (IoT), and automation are being widely used to optimize
public services, increase urban efficiency, reduce costs, and promote
environmental sustainability. The concept thus refers to the intensive
incorporation of digital technologies with the aim of making cities
more efficient, responsive, and connected. However, more than a mere
technical or urban phenomenon, the smart city should be understood
as a new legal and technological space, in which emerging forms of
regulation, governance, and the exercise of power are mediated by
algorithms and data, reconfiguring the relationships between the state,
citizens, and the market.

Despite its benefits, these technological advances raise urgent
ethical, legal, and social challenges: who designs and controls these
technologies? How can we ensure transparency, equity, and accoun-
tability in automated decisions that directly impact urban life? This
article is based on the hypothesis that digital urban environments,
structured under the logic of smart cities, operate systematically and
can produce vulnerabilities. Such risks are intensified in contexts of
weak ethical and legal regulation, where innovation is treated solely
as an economic value rather than a right. In this scenario, our aim is
to propose normative guidelines and ethical parameters that support

the consolidation of a sustainable and inclusive urban ecosystem,
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aligned with the principles of human rights-centered digital gover-
nance, as proposed by Mark Latonero (2018). The approach adopted
is theoretical and normative, grounded in international documents
(UN, SDGs), specialized literature (Dignum, Fineman, Greenfield),
and with a focus on the Brazilian context.

To this end, the first section will present the smart city as an
urban model based on the integration of digital technologies into
public management, which, although promising greater efficiency and
innovation, raises important ethical and legal challenges. The second
section will analyze the main problems associated with this model,
focusing on issues of transparency, privacy, fundamental rights, and
citizen participation. Finally, the article will assess the viability of
guidelines capable of addressing such shortcomings, promoting more

sustainable, inclusive, and equitable urban development.

2. THE SMART CITY AS A NEW LEGAL
AND TECHNOLOGICAL SPACE

The concept of the smart city refers to a model of urban or-
ganization in which physical infrastructure and public services are
extensively integrated with advanced digital technologies, with the
aim of promoting operational efficiency, environmental sustainability,
economic development, and improved quality of life (Greenfield,
2013; Harrison & Donnelly, 2011). This transformation is manifested
through the use of interconnected devices (Internet of Things), big
data analytics, artificial intelligence, cyber-physical systems, cloud-
-based digital platforms, and sensor networks, applied to areas such
as urban mobility, public safety, waste management, environmental
monitoring, health, education, and participatory governance.

It is a city based on the ability to collect, process, and interpret
large volumes of data in real time, enabling automated interven-

tions or algorithmically driven decisions. In its technical-operational
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dimension, the smart city represents a transition from the traditional
urban model to a responsive, data-oriented infrastructure capable of
anticipating demands, optimizing resources, and reducing public and
environmental costs. In this sense, the term “smart” does not refer to
conscious intelligence, but rather to an interconnected and autonomous
system aimed at enhancing urban management through integrated
digital technologies (Harrison & Donnelly, 2011).

The idea of the smart city gained momentum in the late 1990s
and early 2000s, driven by major technology corporations, such as
IBM, Cisco, Siemens, and Microsoft—that began offering integrated
digital solutions to complex urban problems (Tassiola, 2019; 2018).
With the convergence of critical urban infrastructure and digital net-
works, these companies promoted a “technosolutionist” approach to
social issues, betting on connectivity and automation as central pillars
of urban transformation (Sekala, 2020). The concept was rapidly adop-
ted by governments, international organizations, and urban planners,
becoming a global reference model, especially after the popularization
of the internet, mobile devices, and cloud computing. While this
model has introduced significant technological advances to urban
dynamics—supported by many scholars (Solove, 2004; Anderson,

2011)—it has also drawn criticism. As Greenfield asserts:

Out of all the potentials our moment might give rise to, and
all the modes in which we might choose to use networked
information technology in our cities, the narrative of the smart
city as it is currently being articulated and advanced to us re-
presents some of the least interesting and the most problematic.

(Greenfield, 2013).

Contrary to what the author suggests, this does not appear to
be the least interesting case, but it is certainly one of the most proble-
matic. The fact is that, more than a merely technical or administra-
tive advancement, the smart city must be understood as a new legal

and technological space, where unprecedented forms of regulation,
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normative production, algorithmic governance, and the exercise of
both public and private power emerge (Khosla, 2020). This new urban
paradigm introduces complex challenges for law, ethics, and demo-
cratic theory, as the operation of automated systems and decision-ma-
king algorithms directly impacts fundamental rights such as privacy,
equality, security, citizen participation, and freedom of expression.
The massive and continuous collection of data, combined with the
opacity of artificial intelligence systems, demands new forms of ac-
countability, transparency, and distributive justice in order to prevent
“urban intelligence” from being captured by corporate interests or
instrumentalized for surveillance and social control.

Therefore, understanding the smart city means recognizing not
only its innovative potential, but also the urgent need to reconfigure
the legal and institutional frameworks that regulate urban and digital
space, placing human dignity and fundamental rights at the center of

the debate on the future of cities.

3 ETHICAL AND LEGAL CHALLENGES IN THE
GOVERNANCE OF URBAN ARTIFICIAL INTELLIGENCE

The various applications of artificial intelligence have introduced
new ways of managing the world, bringing numerous benefits such as
the optimization and automation of processes, increased productivity,
reduced human error, lower operational costs, support for indicator
analysis and decision-making, enhanced marketing campaigns, real-
-time environmental monitoring, among others. These are also major
advantages when applied to smart cities. However, it is crucial not to
overlook the negative implications of Al with respect to non-technical
aspects of human development. Scholars interested in understanding
the consequences of Al usage—Dbeyond just smart cities—also de-

bate the practical effects of its application in human contexts. This
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is especially true for Al models based on deep learning techniques.

According to Dignum:

The machine learning technique, a subfield of Al that under-
pins most current Al model implementations, known as deep
learning neural networks (DLNNs), or simply deep learning,
due to their inspiration from the biological brain, is a proba-
bilistic statistical model with two categories: predictive Al and
generative Al. (Dignum, 2019, p. 22)

Given this dual function - predicting and generating informa-
tion/data—we must consider not only the advantages of Al, but also
its limitations and challenges. As Kaufman (2024, 2022, 2021, 2019)
points out, the challenges related to Al are multifaceted and encompass
complex issues ranging from transparency and accountability to privacy
and equity (Bostrom, 2014; Russell & Norvig, 2020; Brynjolfsson &
McAfee, 2014). These concerns are especially relevant when it comes
to cities that implement such technologies.

In this regard, it is essential to consider the inherent challenges
associated with different uses of technology in smart cities. Among
them, the following stand out: i. the problem of explainability; ii.
privacy and data protection; iii. data bias, and, iv. citizen participa-
tion (cf. Kaufman, Junquilho, Reis, 2023; Kaufman, Coelho, 2023;
Goodfellow, Bengio, Courville, 2016).

The explainability problem (i) in Al refers to the difficulty of
understanding and explaining how and why an Al model arrives at
specific decisions. In many machine learning models, especially those
based on deep neural networks, decisions can be highly complex and
difficult to interpret. These models operate with vast amounts of data
and parameters that are not directly accessible or comprehensible to
humans, resulting in a “black box™ that obstructs the analysis of how
conclusions are drawn. This lack of transparency becomes a critical
issue when Al is used in high-stakes contexts—such as healthcare,

justice, or finance—where understanding the reasoning behind a
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decision is crucial for ensuring accountability, fairness, and trust. Le-
gally, this clashes with the principle of explainability, which upholds
the individual’s right to know why they were judged in a certain
way, for instance.

In their book Deep Learning (2016), researchers lan Goodfel-
low, Yoshua Bengio, and Aaron Courville discuss the difficulty of
making neural network models more interpretable and explainable.
They point out that while such models can deliver highly accurate
predictions, the lack of explainability creates challenges regarding
user trust, regulatory compliance, and the ability to identify and fix
flaws in the model. Kaufman also emphasizes that the opacity of Al
models can become a barrier to holding developers and users accou-
ntable, especially when the technology’s decision-making processes
are difficult to trace. This gives rise to what Goodfellow et al. (2016)
refer to as the interpretability problem. Such phenomena stem from
the complexity of algorithms that exceed human cognitive capacity,
making it difficult to understand how input data leads to final outco-
mes. Even though legislative and judicial efforts increasingly attempt to
guarantee the right to explainability—especially when constitutional
norms recognize it as a fundamental right—meeting such demands is
not always technically feasible.! (Jaakkola, 2020).

The situation becomes even more complex when systems are
developed by private companies protected by trade secrets, creating
a dilemma between accuracy and transparency. This legal challenge
also emerges as a moral issue regarding the attribution of responsibi-
lity among the individuals involved. Coeckelbergh (2020) discusses
this concern by addressing responsibility in Al systems, arguing that

users and developers must be able to explain the decisions generated

! In addition to initiatives from the Legislative and Executive branches, the Judiciary

must enhance its tools to identify the agents responsible for specific incidents, as well as

improve the mechanisms used to assess the extent of the resulting harm and its impact.
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by these systems, since trust in technology depends on understanding
its logical and functional foundations.

This gives rise to a fundamental dilemma: when an Al system
makes a harmful or incorrect decision, who should be held accou-
ntable? This question permeates much of the current debate on the
attribution of moral and legal responsibility in cases involving failures
in Al models (Villani, 2018; Barredo Arrieta et al., 2020; Frazio &
Goettenauer, 2021). A clear example of this can be seen in the case
of autonomous vehicles. In the event of an accident, who should be
held liable? The manufacturer, the programmer, the patent holder, or
the buyer? Although still in an early stage, Brazil’s Bill No. 2,338 of
2023 attempts to regulate Al-related responsibilities, but it remains
insufficient. Despite extensive debate and the lack of consensus on
the matter, this question is only possible because we assume a moral
standpoint in which individuals are, to varying degrees, vulnerable
to such negative outcomes.

This also applies to issues of privacy and data security (i1). The
mass collection of information used to train Al models can compro-
mise individuals’ privacy, often without their full consent. Kaufman
(2022) emphasizes that balancing the use of such data with the right
to privacy is a fundamental challenge, since “cybersecurity must be
strengthened to prevent abuses such as the misuse of sensitive infor-
mation” (Zuboft, 2019, p. 45). These concerns are widely discussed
in international forums such as the World Economic Forum (2020)
and the European Union Agency for Cybersecurity (ENISA), both
of which advocate for enhanced cybersecurity measures to protect
sensitive data and prevent abuse.

Data security and the right to privacy are central issues in the
context of Al, given the growing use of technologies that process
large volumes of personal and sensitive information. This is because
Al implementation frequently depends on access to data that may in-
clude details about individuals’ habits, preferences, and even intimate

behaviors. In this regard, protecting such data is essential to ensure
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that individuals’ right to privacy is respected. Brazil’s General Data
Protection Law (LGPD) of 2018 and the European Union’s General
Data Protection Regulation (GDPR) of 2016 are examples of legal
frameworks that aim to balance technological innovation with the
protection of citizens’ privacy, establishing obligations for companies
using Al. However, as algorithms become more sophisticated, new
challenges emerge - such as the misuse of sensitive information for
behavioral manipulation - requiring ongoing adaptation of public
policies and regulations to ensure that the benefits of Al do not come
at the expense of privacy violations. 2

Data bias and algorithmic discrimination deserve particular
attention due to their negative implications. Al systems are trained
on large volumes of data, but if these data sets contain historical or
social biases, the Al may learn and perpetuate these patterns (Mendes,
Mattiuzzo & Fujimoto, 2021). This can result in discriminatory au-
tomated decisions that disproportionately affect marginalized groups.
As Cozman and Kaufman (2022) warn, discriminatory bias occurs
when certain groups are systematically disadvantaged based on gender,

ethnicity, or socioeconomic status.

A result is considered biased when the system exhibits a syste-
matic error (“statistical bias” or “algorithmic discrimination”).
Like any statistical model, deep neural networks are designed
to generalize from a sample—in this case, samples formed from
large datasets or big data. Bias refers to the error that may occur
in this generalization process (Cozman & Kaufman, 2022).

Discriminatory bias arises when the same group of people is

consistently affected, such as with gender or ethnic bias. Hao (2019)

2 Inaddition to Brazil’s General Data Protection Law (Law No. 13,709/2018) and the European
Union’s General Data Protection Regulation (GDPR) of 2016, which came into force in
2018, there are other international laws that aim to address the issue of data protection - such
as the California Consumer Privacy Act (CCPA, 2020) and China’s Personal Information
Protection Law of 2021-which seek to partially mitigate threats to privacy.
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notes that detecting such bias requires understanding its origins, re-
cognizing that it is often mistakenly attributed solely to biased training
data, when in fact it can emerge at multiple stages of the process. This
may occur during problem framing, when a developer translates a goal
into computable language, or during data collection, when datasets are
unrepresentative or reflect societal prejudices, or even in the selection
and preparation of databases. However, even once bias is detected,
correcting it 1s difficult—especially when systems are already in full
operation (Hao, 2019). There is also discriminatory bias arising from
data production, such as the predominance of users from developed
countries who have greater access to technology and social networks.
This leads to image datasets biased toward lighter skin tones, as well as
the failure to disaggregate data by gender and/or the default treatment
of men as the “standard human” (Perez-Criado, 2021).

Finally, there is the issue of adequate citizen participation to
ensure truly smart cities. This problem arises because the consolidation
of smart cities often relies on a technocratic, data-driven logic that
tends to marginalize citizens from the decision-making process. The
implementation of Al-based solutions and large-scale data collection
rarely includes broad participatory processes, which undermines fun-
damental democratic principles. According to Mark Latonero (2018),
the absence of effective channels for communities to express concerns
about the use of emerging technologies contributes to the erosion of
public trust and the deepening of social inequalities. This deficit in
citizen participation undermines the inclusive potential of smart cities,
turning their systems into tools of control and surveillance—particu-
larly against already vulnerable populations.

Moreover, the lack of public engagement directly affects the
legitimacy and fairness of automated decisions that shape urban life.
In his critique of smart cities, Greenfield (2013) warns of the risk
that they become “closed systems” driven by technical metrics and
corporate interests, ignoring local social dynamics. For Virginia Dig-

num (2019), responsible Al governance requires not only technical
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transparency but also deliberative inclusion, ensuring that systems
reflect collective values rather than purely efliciency-driven criteria.
The United Nations (2022), in its People-Centered Smart Cities
report, reiterates that citizen participation is essential to ensure that
urban technologies are aligned with the promotion of equity, social
justice, and institutional trust.

4 NORMATIVE GUIDELINES AND ETHICAL PARAMETERS
FOR THE RIGHT TO INNOVATION GUIDELINES
BASED ON INTERNATIONAL BEST PRACTICES

The use of artificial intelligence (Al) in smart cities represents a
significant advancement in the optimization of processes, decision-ma-
king, and the delivery of public services. However, this technological
innovation also raises a range of ethical, legal, and social challenges that
cannot be ignored. Among the main issues are the lack of explainability
in automated systems, threats to privacy and personal data protection,
risks of algorithmic discrimination, and—above all—the deficit of citi-
zen participation in decision-making processes. Deep learning—based Al
models often operate as “black boxes,” with logic inaccessible to users,
thereby compromising transparency and accountability (Goodfellow
et al., 2016; Dignum, 2019). Additionally, the massive use of sensitive
data without informed consent challenges existing legal frameworks
such as Brazil’s LGPD and the European GDPR (Zuboff, 2019). Data
bias, when not detected and corrected, perpetuates historical and social
inequalities, disproportionately affecting already marginalized groups
(Cozman & Kaufman, 2022; Hao, 2019). Finally, the absence of effective
participatory mechanisms in the governance of urban technologies re-
duces citizens to mere recipients of technocratic decisions, undermining
democratic principles and social justice.

Given this scenario, what normative guidelines are needed

to ensure a truly intelligent city-one that embraces technological
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inclusion and citizen participation? To answer this question, we re-
turn to the warnings of Latonero (2018), Greenfield (2013), and the
United Nations (2022), who emphasize that a truly smart city must be
built on principles of transparency, inclusion, and active community
engagement, ensuring that the benefits of innovation are distributed
in an equitable and responsible manner.

According to Latonero, “A human rights-based frame could
provide those developing Al with the aspirational, normative, and
legal guidance to uphold human dignity and the inherent worth of
every individual regardless of country or jurisdiction” (2018, p.1). He
argues that the development and implementation of Al systems often
occur without public consultation or the involvement of affected
communities, which reduces the democratic legitimacy of algorithmic
decisions. This point is crucial for smart cities, where technologies
are frequently adopted without considering deliberative citizen par-
ticipation (2018, p.4). One of the resulting problems is the potential
for mass surveillance, especially in urban environments outfitted
with smart cameras, sensors, and facial recognition technologies, all
typical of smart cities. Latonero associates this with the erosion of
civil liberties and increased vulnerability for marginalized groups.
In response, he advocates for clear mechanisms of accountability so
that governments and corporations can be held responsible for the
decisions made by Al systems. This is particularly relevant in smart
cities, where algorithms influence policies related to mobility, public
safety, housing, and social welfare.

One of Latonero’s central contributions (2018) to the ethical

governance of artificial intelligence is the proposal to place human

Although he does not directly address “smart cities” as a concept, Latonero provides an
essential normative framework for thinking about these cities through the lens of human
rights, social inclusion, algorithmic transparency, and participatory governance. His
focus is on ensuring that the use of Al—wherever it occurs—respects human dignity,

something that is fully applicable to smart cities (Latonero, 2018).
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rights at the core of technological decision-making, especially in
high-risk contexts such as public safety, facial recognition, and urban
surveillance—all commonly present in smart cities. To operationalize
this principle, he proposes the use of Human Rights Impact Asses-
sments (HRIAs) as a normative and preventive tool. HRIAs make
it possible to anticipate the potential negative effects of technologies
on fundamental rights, promoting a proactive approach to mitigating
harms such as discrimination, digital exclusion, and privacy violations.
Rather than relying solely on technical or commercial parameters,
public policies should be guided by values such as dignity, equality,
and citizen participation, ensuring that technological innovation does
not come at the expense of social justice.

On the other hand, Adam Greenfield (2013) offers a powerful
critique of how the concept of the “smart city” has been developed
and implemented, especially by large technology corporations. For
Greenfield, the dominant vision of the smart city is highly technocra-
tic, centralized, and driven by commercial interests, which undermines
its democratic legitimacy and its ability to promote social justice. He
argues that “many smart city proposals treat urban spaces as systems
to be optimized by algorithms, sensors, and big data - without con-
sidering the experiences, desires, and real needs of the people who
inhabit these spaces” (2013, p. 235). In this sense, he denounces the

b

risk of an ‘“urbanization without citizens,” where individuals are
treated as data points and variables rather than political agents (2013,
p- 236). A central point of his critique is the exclusion of citizenship
from decision-making processes. According to Greenfield, smart ci-
ties are often implemented “top-down” by governments and private
companies, without public consultation, minimizing transparency
and weakening democratic principles.

Greenfield also highlights how the intensive use of surveillance
technologies—such as cameras, sensors, and facial recognition softwa-
re—can transform cities into spaces of continuous surveillance, with

serious implications for privacy, freedom, and human dignity. This
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surveillance is often justified in the name of security or efficiency but
ends up reinforcing preexisting inequalities and marginalizations. In
opposition to this, Greenfield advocates for clear ethical guidelines.
It is important to note that Greenfield (2013) is not opposed to the
use of technology in cities, but rather to the idea of a “smart” city
without social, political, and ethical intelligence. He argues that true
urban intelligence lies in citizen participation, transparency, social
justice, and the collective construction of urban spaces. *

Finally, the United Nations, through UN-Habitat, emphasizes
that smart cities must be people-centered and based on human rights,
with a focus on participatory governance, security, and appropriate
regulation of urban technologies (2022). In this regard, the UN-Ha-
bitat program People-Centred Smart Cities proposes that technology
in cities should serve the needs of communities (not the other way
around) by empowering residents and encouraging public consulta-
tion, co-creation, and collaboration between governments, citizens,
and companies.

Building on all of this, the international guidelines under deve-
lopment (projected for 2025) emphasize that local smart city strategies
should include legal and institutional structures for public consultation,
community partnerships, and effective mechanisms for citizen invol-
vement. The recommendations call for digital infrastructure and data
platforms to include disaster recovery plans, cybersecurity protocols,
privacy safeguards, and non-binding regulatory frameworks to ensure
reliability and protection against abuses in Al systems and urban tech-
nologies. Therefore, a truly smart city must be sustainable, inclusive,

and just, and this is only possible when: urban technologies are subject

The author denounces the capture of the smart city concept by major technology
companies (such as IBM, Cisco, Siemens), which sell standardized and closed solutions to
governments, often without considering the local context. This makes cities dependent
on private vendors, lacking technological autonomy and citizen control over the data
that is generated.

14 = SEQUENCIA (FLORIANOPOLIS), VOL. 46, N. 101, 2025



ANDREA DE ALMEIDA LEITE MAROCCO = CRISTIANI FONTANELA = THAIS CRISTINA ALVES COSTA _

to transparent and participatory governance, with real channels for
community engagement and empowerment; cities adopt measures for
digital security, privacy, and resilience, protecting communities from
surveillance, misuse, and technical failures; and when the central focus
lies on the needs and rights of citizens, not merely on commercial

interests or isolated technical efficiency.

5 CONCLUSION

In light of the challenges and possibilities brought by emerging
technologies - especially artificial intelligence - it becomes essential to
rethink the role of law and ethics in shaping smart cities. Participatory
and transparent governance, as well as digital inclusion as a public
policy, are fundamental conditions for these cities to develop in a fair
and democratic manner. It has been observed that, although there is
a substantial body of international literature on ethics and artificial
intelligence, the discussions remain largely at the conceptual level, with
limited attention to the concrete effects of technology deployment
in urban contexts. In the Brazilian scenario, critical analyses of the
negative impacts of Al on vulnerable populations - and the specific
challenges faced by a developing country - are still scarce. Brazil faces
the imperative of aligning its urban and technological policies with
democratic principles, ensuring transparency, accessibility, and citizen
participation in automated decision-making processes. Thus, analy-
zing the ethical and legal foundations of the right to technological
innovation in smart cities means contributing to the promotion of
technological justice, the mitigation of digital vulnerabilities, and the
strengthening of truly inclusive and sustainable urban development.

As we have seen, the smart city cannot be reduced to a logic of
efficiency and control, under the risk of becoming a space of perpetual
surveillance, algorithmic opacity, and digital exclusion. As Greenfield

(2013) warns, many smart cities adopt a technocratic architecture that
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disregards social dynamics and marginalizes citizen participation,
operating through closed systems driven by corporate interests. When
not regulated by democratic norms, this model tends to transform the
urban space into a “digital black box”, detached from the real needs
of the population.

For the smart city to truly become a space for the realization of
rights, it must be anchored in constitutional and democratic princi-
ples, especially the dignity of the human person. As Latonero (2018)
emphasizes, placing human rights at the center of Al governance is a
necessary condition to mitigate risks of discrimination, exclusion, and
violations of fundamental freedoms. His proposal of Human Rights
Impact Assessments (HRIAs) offers a normative tool that allows for
the anticipation and containment of the adverse effects of technology,
fostering ethically responsible innovation. The United Nations (2022),
through the People-Centered Smart Cities program, further reinforces
that digital urban development must be grounded in citizen partici-
pation, digital inclusion, and transparent governance, in alignment
with the Sustainable Development Goals (SDGs), particularly SDG
9 (industry, innovation, and infrastructure) and SDG 11 (sustainable
cities and communities).

Therefore, the smart city is not merely a “connected city,” but
a city that recognizes digital rights as an extension of fundamental
rights, and that implements public policies aimed at mitigating techno-
logical vulnerabilities, strengthening digital citizenship, and building
fair, accessible, and democratic urban ecosystems. The challenge for
contemporary law is thus to ensure that urban innovation is regulated
by ethical and legal principles, guided by technological justice, social

equity, and the centrality of the human person.
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